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A B S T R A C T

Recently, the advance of optical coherence tomography (oct) enables a
detailed examination of the human retina in-vivo for clinical routine and
experimental eye research. One of the structures inside the retina of immense
scientific interest is the fovea, a small retinal pit located in the central re-
gion with extraordinary visual resolution. Today, only a few investigations
captured foveal morphology based on a large subject group by a detailed
analysis employing mathematical models.

In this work, we develop a parametric model function to describe the shape
of the human fovea. Starting with a detailed discussion on the history and
present of fovea research, we define the requirements for a suitable model
and derive a function which can represent a broad range of foveal shapes.
The model is one-dimensional in its basic form and can only account for
the shape of one particular section through a fovea. Therefore, we apply
a radial fitting scheme in different directions which can capture a fovea in
its full three-dimensional appearance. Highly relevant foveal characteristics,
derived from the model, provide valuable descriptions to quantify the fovea
and allow for a detailed analysis of different foveal shapes.

To put the theoretical model into practice, we develop a numerical scheme
to compute model parameters from retinal oct scans and to reconstruct the
shape of an entire fovea. For the sake of scientific reproducibility, this section
includes implementation details, examples and a discussion of performance
considerations.

Finally, we present several studies which employed the fovea model suc-
cessfully. A first feasibility study verifies that the parametric model is
suitable for foveal shapes occurring in a large set of healthy human eyes. In a
follow-up investigation, we analyse foveal characteristics occurring in healthy
humans in detail. This analysis will concern with different aspects including,
e.g. an investigation of the fovea’s asymmetry, a gender comparison, a left
versus right eye correlation and the computation of subjects with extreme
foveal shapes. Furthermore, we will show how the model was used to sup-
port investigations unrelated to the direct quantification of the fovea itself. In
these investigations we employed the model to compute anatomically correct
regions of interest in an analysis of the outer choroid boundary (ocb) and the
calculation of an average fovea for an optical simulation of light rays. We will
conclude with currently unpublished data that shows the fovea modelling of
hunting birds which have unusual, funnel-like foveal shapes.
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P U B L I C AT I O N S

Throughout this thesis, we present ideas, methods and figures that were
published in the articles shown below. The research regarding the mod-
elling of the foveal shape started in 2013 when we began to analyse optical
coherence tomography (oct) datasets and concluded that a mathematical
description of the foveal shape would lead to an improved understanding
of its morphology. This initial work resulted in an article that presented the
model and showed how its parameters were calculated from oct data [1].

In a next step, we applied the model to subjects that were part of a larger
study on strictly controlled healthy eyes in the range of 21 to 77 years of
age. The goal was to characterise the morphology of the human fovea and
provide insight into shape similarities and differences regarding, e.g. age or
gender [2].

The fovea model was also used to support various other experiments that
did not aim to quantify the shape of the fovea. Still, the model played a
significant role in these analyses by providing information like regions of
interest or selections of oct scans which represent an average foveal shape
from an extensive database [3, 4].

To carry out the calculation of determining the properties and characteris-
tics of the model function, a computer algebra system (cas) that is strong in
symbolic computation is helpful. Since finding the antiderivative of symbolic
expressions is typically hard, we worked on Rubi, a system for rule-based
integration that can be used with several open-source cas and can solve the
integration problems occurring in this thesis [5].

Finally, the source code required for importing oct data and modelling
foveae is publicly available on the author’s GitHub page.1 A custom import
library was developed to use data from the Spectralis SD-OCT (Heidelberg
Engineering) which provides both a Mathematica package and a Java interface.
The implementation of this library is available in the spectralis-raw-data

repository. For the modelling of foveae, a Mathematica package can be
downloaded from the FoveaAnalysis repository.

[1] Patrick Scheibe, Anfisa Lazareva, Ulf-Dietrich Braumann, Andreas
Reichenbach, Peter Wiedemann, Mike Francke, and Franziska G.
Rauscher. „Parametric model for the 3D reconstruction of individual
fovea shape from OCT data.“ In: Experimental Eye Research 119 (Feb.
2014), pp. 19–26. doi: 10.1016/j.exer.2013.11.008.

[2] Patrick Scheibe, Maria T. Zocher, Mike Francke, and Franziska G.
Rauscher. „Analysis of foveal characteristics and their asymmetries
in the normal population.“ In: Experimental Eye Research 148 (2016),
pp. 1–11. issn: 0014-4835. doi: 10.1016/j.exer.2016.05.013.

[3] Marcus Wagner, Patrick Scheibe, Mike Francke, Beatrice Zimmerling,
Katharina Frey, Mandy Vogel, Stephan Luckhaus, Peter Wiedemann,
Wieland Kiess, and Franziska G. Rauscher. „Automated detection of
the choroid boundary within OCT image data using quadratic mea-
sure filters.“ In: Journal of Biomedical Optics 22.2 (Feb. 2017), p. 025004.
doi: 10.1117/1.jbo.22.2.025004.

1 https://github.com/halirutan
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People who see life as anything more than pure entertainment
are missing the point.

— George Carlin
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Scientists are a unique bunch of people because we don’t see work as work,
that is, we don’t see work as a daytime job from 8 am to 5 pm. Instead,
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she was going to work and I was heading for bed. Thank you tremendously
for the faith you put in me.

During my work at the university, I met exceptional people who influenced
me in one way or another and who I dearly want to thank for being part
of my life. In particular, I want to acknowledge Franziska Rauscher, Mike
Francke, Marcus Wagner, and Andreas Reichenbach. I have never worked in
a more encouraging environment, and you were the reason why. Likewise, I
thank my former colleague Ulf-Dietrich Braumann and my dear friend and
colleague Karsten Winter who shared the office with me. Talking to you and
discussing philosophical, political, or even trivial matters has always been a
pleasure.
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You are the one who always sees things a bit differently, and you are never
afraid of speaking up. For that and for your constant support and your
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The one person I would like to thank the most is not among us anymore.
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offered me a position as his PhD student after I had finished my diploma
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he unexpectedly passed away on a summer day in 2009 at only 44 years old.
His name is Jens-Peer Kuska.

Jens was exceptional in many ways. Those who knew him have their own
stories to tell. As a theoretical physicist, he was unbelievably bright and had
an astonishing gift to solve problems and put the solutions to practical use.
His knowledge, not only about mathematics, physics and programming, but
also about biology, literature and history seemed unlimited. From the very
beginning, I admired his unique talent to explain things in simple words
and to make complicated topics understandable. Words cannot express how
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1
I N T R O D U C T I O N

The human eye can be considered the most important sense organ. Our
vision helps us to perceive our surroundings and to navigate through the
environment.

The structure of the eye shares fundamental properties with a digital
camera. The cornea and the lens in the front of the eye focus light onto the
photoreceptors of the retina, while the optical lens system of the camera
ensures a sharp image on the imaging sensor.

Unlike the sensor of the camera, which usually does not process the picture
it is capturing, the human retina pre-processes acquired information before
it reaches the brain to form the final optical sensation. The retinal pre-
processing has developmental reasons because the eye and the light-sensitive
retina are exterior parts of the brain and some of their neuronal processing
power has remained [1].

Another difference in the camera-eye comparison is that the photoreceptor
cells are not equally distributed in the retina. A central region exists with a
higher density of photoreceptors called the area centralis. In this area, most
humans possess a unique structure which forms a small pit in the retinal
layers: the fovea. The foveal region is of utmost interest as it is the place with
the highest visual resolution.

Humans are not the only species that posses a fovea. Similar structures
were found in birds, reptilians and other animals. Some birds even possess
two foveae, because they have two separated fields of vision: one for binocu-
lar viewing, where an image is formed by combining the information from
both eyes, and one for monocular viewing that is employed when keeping
small prey animals in visual focus. While their temporal fovea for binocular
vision has a shallow shape similar to the human fovea, their central fovea is
deep and funnel-like [2].

Although the structure of the retina and the ontogenesis of the foveae
are different in humans and birds, it raises the question if the shape of the
fovea serves an optical function that improves vision. In this regard, the
inter-species comparison is interesting, as we know that some birds of prey
have superior vision compared to humans and they can track even tiny prey
animals from a large distance high above. Arguing that they might have a
higher photoreceptor density and, therefore, a better visual resolution, has
theoretical boundaries as the smallest dimension of photoreceptor cells is
biologically limited. Thus, gaining more resolution cannot solely be realised
by a higher packing of photoreceptors and the fovea has been suspected to
play a role in superior vision [2].

Even among humans, the shape of the fovea is highly variable. To this
day, it was not possible to successfully demonstrate an existing relationship
between the form of the fovea and the quality of central vision, even though
it has been postulated for almost a century that the shape of the fovea might
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2 introduction

be an essential factor. Therefore, a detailed analysis of existing foveal shapes,
their differences and an assessment of shape characteristics and properties is
the first step to a better understanding of the importance of the foveal pit
and its role in the quality of vision.

In this work, we will develop a parametric model to describe the structural
form of human foveae. We will start with a short review of the anatomy
of the eye, followed by a detailed discussion of early publications of foveal
research to motivate the long-lasting interest in the form and function of
foveae. In this historical review, we will highlight which hypotheses of
the fovea’s visual function were made. In contrast to the research of the
20th century, more recent publications about foveal morphology use optical
coherence tomography (oct), a technique for obtaining in-depth images of
the retina in-vivo. Since the analyses in this work will also be based on oct

imaging, we will include a summary of this technique before we review
recent publications which were concerned with the mathematical modelling
of foveae.

Taking current research into account, we will motivate the requirements
for a model and derive a function that is suitable for representing a broad
range of possible foveal shapes. The model equation is one-dimensional in
its basic form and can only account for the shape of one particular section
through any fovea. Therefore, we will present how this can be extended to
describe a fovea in its full three-dimensional appearance by developing a
radial fitting technique that is suitable for the circular structure of foveae.
Furthermore, we will discuss foveal characteristics that are derived from the
model and can be used to describe and quantify foveal shapes in a more
natural way.

Before we can turn to the analysis of in-vivo oct data, a numerical scheme
is required to compute model parameters from retinal oct scans. Therefore,
we will develop an algorithm that can fit the model parameters to a particular
oct scan. Starting from the initial oct scan, we will present all necessary
steps and also discuss computational details like parallelisation.

Following that, we present results that show where the method was suc-
cessfully applied in scientific projects. This discussion will include a detailed
analysis of a large set of retinal scans to find structural characteristics of
foveae in the normal population. Furthermore, we will show how a quantifi-
cation of the choroid boundary can take advantage of a previous calculation
of foveal properties and how the model can support refraction simulations.

Finally, we will conclude with a critical discussion of the strengths and
weaknesses of the overall approach, and end with an outlook showing next
steps and future goals.



2
B A C K G R O U N D

In this chapter, we will shortly review the anatomy of the human eye and
the fovea centralis in particular. This will provide us with the required
knowledge about its structure, and it will define the terminology used
throughout this thesis. Furthermore, we will have a closer look at the fovea-
research of the last century as it helps motivate the vast interest in the form
and function of the fovea. Before turning to the results of recent publications
of the field, a brief introduction of optical coherence tomography (oct) will
explain how the data used in most recent studies and in this thesis is acquired.
We will close this chapter by reviewing recent articles where mathematical
models of the fovea were employed to describe its shape.

2.1 the structure of the eye and the fovea centralis

To understand the importance of the fovea centralis1, we will first review
the structure of the eye and the pathway of the light inside it. Figure 2.1
shows a schematic section through a human eye. Light entering the eye
firstly penetrates the cornea, the most refractive component in the optical
system. In fact, the cornea has a refractive power of about 43 dpt which is
considerably higher than that of the lens. The human lens is flexible and
its form and curvature is influenced by the suspensory ligament that can
stretch it. Therefore, it can change its refractive power in a range of 19 dpt to
33 dpt which gives the eye the ability to focus objects in different distances.
Unfortunately, humans lose this ability to some degree in higher age [3]. At

1 From now on, we will use the term fovea interchangeably with fovea centralis. For the human
eye, the exact specification fovea centralis is not required, because unlike some other species,
humans only possess one fovea. Some birds, for instance, possess a second fovea, a fovea
temporalis, and in such cases an exact specification is necessary.

fovea centralis

cornea

posterior
chamber

optic disc

suspensory
ligament of lens

sclera

choroid

anterior chamber

macula lutea

optic nerve

iris

lens

Figure 2.1: Schematic illustration of the eye and its parts.
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4 background

a microscopic level, the crystalline lens is a highly complex structure that
consists of hexagonal cross-sections of fibre cells and its refractive properties
vary in different regions [4]. To adapt to differently bright environments, the
amount of incoming light can be adjusted by opening and closing of the iris,
which resides before the lens and acts like the aperture of a digital camera.

After passing the front part of the eye, the light travels through the vitreous,
a gel-like substance inside the eyeball, and reaches the retina at the back of
the eye, where a focused projection of the observed object appears. Inside
the retina, light-sensitive photoreceptors transform the photons into signals
that are intra-retinally processed and transmitted through the optic nerve to
the brain.

The human retina contains two major types of photoreceptors: rods and
cones (a third type was found in some mammals [5]). While rods are
extremely sensitive and are possibly activated by a single photon, they
do not provide colour information [6]. Cones, on the other hand, need
a substantially higher activation energy but their different subtypes are
activated by different wavelengths and, therefore, cones are responsible for
colour vision.

Although the incoming light illuminates a substantial portion of the rear
part of the eye, it is the central vision that has the highest resolving power.
The box in Figure 2.1 marks this location on the retina, and, in human eyes
it is called macula lutea or yellow spot due to its yellow colouring [7, 8].
However, as not all species develop such yellow colouring as humans do, the
term area centralis is preferable.

The position of the area centralis at the back of the eye is advantageous,
since the optical axis of the lens goes through this region and, therefore,
incoming light illuminating this portion is least affected by optical artefacts
like aberrations. Additionally, the retina shows several specialisations to
maximise the visual resolution in the area centralis. One prominent feature is
that this region contains almost no rods and is tightly packed with colour-
sensitive cones. Another specialisation is the fovea, a small retinal pit in the
centre of the area central. In the next section, we will take a closer look at its
most important features.

2.1.1 Fovea Centralis

foveal pitnerve fibre layer

inner retinal
layers {

outer nuclear
layer

inner limiting
membrane

retinal pigment
epithelium

Figure 2.2: Simplified schematic of the retinal layers through the central part of the
fovea. During development of the fovea, the inner retinal layers (irl) are pushed
outwards forming the foveal pit, while the outer nuclear layer (onl) is thickened
providing a dense packing of photoreceptors to increase the resolution.

The fovea is a small pit that is found in the area centralis of some primates,
birds, lizards and fish [2, 9]. Most humans possess a fovea, although their
shape varies in the population. The pit has a mean diameter from rim to
rim of 1.75 mm and a mean depth of 128 µm. In comparison, the mean value
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of the minimal retinal thickness inside the foveal pit is 230 µm, while it is
357 µm at the thick foveal rim [10].

As shown in Figure 2.2, the foveal pit is formed by a structural change of
the retinal layers in the central region. During its post-natal development,
the inner retinal layers undergo an outward or centrifugal movement that
pushes them away from the foveal centre. This shift is the main cause
for the formation of the pit. In contrast, the layers below, and the outer
nuclear layer (onl) in particular, become thicker by increasing the number
of cells towards the centre in a centripetal movement. The denser packing
of photoreceptors in the centre increases the resolution capacity in this area
dramatically. However, to achieve a higher density of photoreceptors, they
must become more slender and elongated, which then results in a thicker
onl.

While the thickening of the onl is required to gain more resolution in the
area centralis, the outward movement of the inner retinal layers (irl) is still
not completely understood. One common assumption is that the clearing of
the central area from irl reduces the scattering of incoming light in these
layers and provide a direct pathway to the photoreceptors. As we will see in
the next section, many scientists have discussed this topic critically.

In addition to the difference in retinal layers, the area of the fovea is an
avascular zone, i.e. it is not crossed by blood vessels, which also reduces light
scattering in the region of the highest vision. This zone is commonly referred
to as foveal avascular zone (faz) and it was possible to find correlations
between the morphology of the faz and the fovea [11].

Figure 2.3 shows the scheme of the vascular system of the retina with
the central area free from vessels which instead are led around this region,
building a ring and leaving out the inner part. Although not shown here, the
nerve fibres form a similar pattern, because, as indicated in Figure 2.2, the
nerve fibre layer (nfl) is one of the layers that is pushed outwards and is not
present in the foveal region. Therefore, the path of nerve fibres bypasses the
area centralis as well and we refer to Figure 3 in Lamparter et al. [12].

In conclusion, the fovea is a highly specialised, avascular area with an
altered structure of retinal layers. When it is fully developed, the irl are
pushed towards its side while the onl is thickened to account for the higher
number of photoreceptors. The fovea represents the area of the highest
resolution in the human retina.

This overview of the eye’s structure and the fovea can only serve as a very
compact illustration of the matter. We refer to Walls [2] for a more detailed
presentation of their anatomy and to Bringmann et al. [9] for the primate
fovea in particular. For a general overview of the human eye, the reader can
turn to the book of Trotter [3].

2.1.1.1 Foveal measurement grids and terminology

To classify different regions around the area centralis, literature presents
several attempts to define circular grids with fixed sizes that reflect the
underlying foveal structure to some degree. Figure 2.3 shows a top-view
onto the retina with two of such grids [13, 14].

The first one in Figure 2.3a defines four radial regions around the fovea
centre with diameters 0.35 mm, 1.5 mm, 2 mm and 6 mm and refers to them
with foveola, fovea, parafoveal region and perifoveal region respectively. The
innermost region, the foveola, aims to resemble the bottom part inside the
foveal pit.
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Figure 2.3: Foveal regions and the vascular system. Both figures show a reproduction
of the vascular system of the author’s right eye that was created using an infrared
image of the retina. (a) shows the classification into different foveal zones after Yanoff
and Duker [13]. (b) shows the nine-field etdrs grid that has become the de facto
standard grid used in academic publications and in most oct devices [14].

However, the most commonly used measurement grid was introduced for
a diabetic retinopathy study [14]. It is depicted in Figure 2.3b and consists
of three radial regions and a division into sectors. The innermost circle has
a diameter of 1 mm and is surrounded by two outer rings with a diameter
of 3 mm and 6 mm respectively. The two outer rings are divided into four
sectors that resemble the anatomical directions nasal, superior, temporal
and inferior. Nasal is the direction on the retina that points to the optic
nerve head (papilla), i.e. the sectors to the right of the fovea in the depicted
right eye of Figure 2.3b. The temporal direction is the one opposite to the
nasal direction on the retina, while superior and inferior denote the up- and
down-direction respectively.

The Early Treatment Diabetic Retinopathy Study Research Group (etdrs)
grid with its nine sectors is widely used in many publications today. For
example, retinal thicknesses inside the central 1 mm disk in particular is often
analysed. There are two measures here that are of interest: The minimal
retinal thickness inside the foveal centre and the mean retinal thickness of
the aforementioned 1 mm circle. In this thesis, we will denote the first one as
minimal central retinal thickness in the fovea (crtmin) and the latter one as
central foveal subfield thickness (cfst).

Please note that terminology is not consistent and some publications
denote cfst as foveal central subfield (fcs) [15], csf

2 [16] or simply central
retinal thickness in the fovea (crt) [17, 18]. Also, Grover et al. [16] denote
the crtmin as central point thickness (cpt).

2.2 history of fovea research

In this section, we want to revisit significant historical publications to get
an insight into different existing, and often contradictory, beliefs about the
function of foveae before modern technology made an in-vivo examination
of human eyes possible. Most of these papers investigated foveae of animals
rather than humans for the apparent reason that animal eyes were more
accessible. Nevertheless, the conclusions drawn there can to some extent be
generalised.

2 This acronym was probably an unintended error, since the author refer to it as central foveal
subfield but used csf throughout the manuscript.
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One problem in earlier days was that an in-vivo examination of the retina
was not possible. Histological sections, which are often affected by shrinking
artefacts, were the only resources to gain insight into the retina’s internal
structures. Therefore, scientists needed to be careful with their conclusions
as it was not evidently clear whether structural anomalies indeed represent
the reality.

The history of foveal research is more than a century old but was mainly
initiated by the work of Gordon L. Walls in 1937. Walls not only described
the shape of the fovea but even presented an explanation how the form might
advance the quality of the retinal image. After the initial work of Walls, a
series of high impact publications appeared throughout the century that
critically discussed the matter. Those publications often presented a different
working hypothesis for Walls’ theories that could hardly be validated by
facts and measurements.

In 1937, Walls published a first article with the title “Significance of the
foveal depression” [19]. According to that work, there was a common belief
that the development of a fovea, thus the outward displacement of the irl,
permits incoming light to reach the photoreceptors without being influenced
by scattering in the layers above. Walls continued by indicating that this
assumption must be flawed as the “perfect clarity of the living retina renders
this dubious” [19]. There is no indication that retinal tissue is optically less
penetrable than the vitreous that fills the inner eye. Furthermore, Walls
objects that if the removal of retinal layers is the sole reason for a fovea, there
would hardly be a reason for the different varieties in the shape of highly
developed foveae [19].

Walls exemplifies this assumption by comparing different species of ani-
mals and eyes within the same species. He argues that a shallow fovea, that
he called concaviclivate, often appears in animals that are either poor-sighed
or have all-round eyes that are not specialised for high acuity vision. An
interesting example is the eye of the hawk that has a funnel-like central
and a shallow temporal fovea. The funnel-like, deep fovea is referred to as
convexiclivate and its shape that is shown in Figure 2.4 is different from the
human fovea in Figure 2.2.

Anatomically, it is reasonable that the location of the fovea centralis enables
the high acuity vision needed to spot small prey animals on the ground
whereas the fovea temporalis is used for binocular vision and therefore may
not require this specialisation.

From these assumptions, he concluded that the reason for a fovea must be
a different one. Especially, the differences in the foveal shapes, as Walls saw it,
are likely to influence the visual performance of the eye. Walls hypothesised
that since the refractive index3 of vitreous and retina is different, the incoming
light would be refracted at their boundary. If the light hits this boundary
perpendicular, the ray is, following the laws of optics, not refracted. As
illustrated in Figure 2.4 the angle between the incoming light-ray and the
boundary is not 90° at the walls of the foveal pit. The refraction depends
on the shape of the fovea and will be greater for steep foveae. According to
Walls, “the foveal depression is designed deliberately to take advantage of
this refraction”, because “the retinal image is expanded on its way through
the retinal tissue, and is thus magnified somewhat” [2].

3 The refractive index or (or sometimes optical density) is a dimensionless number describing
the light propagation through a material. For our observations, it is enough to notice that light
passing the boundary between two materials at some angle is refracted when their refractive
indices are different. The refraction then depends on the angle at which the incoming light hits
the boundary and the ratio between the indices of the two materials.
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Figure 2.4: Example of the foveal shape of a bird of pray showing the hypothesis
of local magnification due to the convexiclivate foveal depression. Incoming light
is refracted when it hits the retinal surface at a non-vertical angle. This happens
because the refractive index of the vitreous is smaller than that of the retinal tissue.
The refraction of light leads here to a magnified image on the photoreceptors (visual
cell layer). Adaption of Figure 76 from [2, p. 183].

One crucial prerequisite for the aforementioned refraction is a difference
in refractive indices between vitreous and retinal tissue. While Walls only
speculated about this in his first article [19], he later discovered an old
publication of Valentin [20] who had already measured the refractive indices
for vitreous and retinal tissue. Walls published the missing refractive indices
in a postscript [21], and included an updated version of the matter two years
later in his book [2].

Valentin measured vitreous and retina of different species, and in particular,
he found a refractive index of 1.3395 for the vitreous and 1.3488 for the retinal
tissue in humans. For other species, he found similar refractive indices with
the one of the retina always being higher. These measurements supported
the hypothesis of Walls and according to him, the different refractive indices
lead to a linear magnification of about 13 % in birds.

However, as reproduced in Figure 2.4, Walls exemplified his theory with
only two light-rays. This representation of the situation is misleading as
it does not immediately show that only a portion of the incoming light
is magnified. In fact, parts of the image near the boundary of the fovea
will be contracted. The image projected on the photoreceptors is, therefore,
somewhat distorted and not uniformly magnified.

This shortcoming was pointed out several years later by Pumphrey who
developed a simpler model by resembling the foveal shape using circle quad-
rants [22]. Circles had the advantage that Pumphrey was able to calculate
exact displacements introduced by the foveal surface when computational
power was not available as it is today. Additionally, the circle quadrants
resembled the form of a central fovea that was published by Polyak [23] to a
reasonable degree.

The conclusion of this investigation was that the fovea’s primary purpose
is not to provide a higher acuity by magnifying the image. The purpose of a
convexiclivate fovea is the “maintenance of accurate fixation and the sensitive
appreciation of angular movements of a fixated object” [22]. Therefore,
Pumphrey suggests that the local distortion introduced by a steep fovea
helps the eye to keep track of small, moving objects. When both eyes are
employed for binocular vision, these local disturbances would have a negative
effect when combining two images to a stereo representation. Therefore,
Pumphrey indicated a possible explanation why shallow foveae are often
found in species that use both eyes to form one image.
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To put this into perspective, two things are worth mentioning: for one,
the work of Walls, Pumphrey and the references therein focused on the
understanding of highly developed, non-human foveae. They mainly in-
vestigated the deep funnel-like foveae of birds. Nevertheless, the goal was
to understand the function of the foveal pit and to draw conclusions even
regarding the role of the fovea in humans.

Secondly, although it might seem that there was a gradual gain of knowl-
edge and a shared belief as research moved forward, this was actually not
the case. Even in the middle of the 20th century, after Walls and Pumphrey
had published their work, the opinions about the function of the fovea were
divided. For instance, both Fulton and Wolff [24, 25] still held the belief that
retinal layers inside the fovea were spread aside to provide a direct path for
the light onto the photoreceptors.

In 1966, Weale [26] attempted to give insight why the human retina pos-
sesses a fovea. In his work, Weale concentrated on whether light is indeed
scattered by the retina and whether the purpose of a fovea is to minimise this
scattering by clearing the central part of the eye from retinal layers. The anal-
ysis was based on a previous work [27] where polarised light was projected
onto the retina and the reflected light was measured. The apparatus was
based on a fundus reflectometer and the experiment showed that reflections
consisted not solely of polarised light. It also contained a diffusely reflected
component and Weale identified the amount of both, i.e. the amount of
polarised light p and the amount of diffusely reflected light d. From these
two quantities, a ratio Pλ = p/(p + d) was obtained that represented to what
degree the retina has scattered the polarized source light in this experiment.

The hypothesis was that if the existence of a fovea indeed “clears” the light
path, then there should be a difference between Pλ inside the foveal region
and Pλ outside of it. Thus, if the missing retinal layers lead to less scattering
of incoming light, the specular component should be higher in the fovea.

Weale measured two differently sized semi-circular fields. The first one
included more than twice of the faz and the second one only covered about
half the size of the faz. Comparing Pλ for these two regions, Weale found
that their ratio was always close to one and, therefore, light seems not to be
affected differently inside the foveal region. This result suggested that the
missing retinal tissue inside the fovea does not reduce light scattering which,
therefore, would suggest it does not directly improve the visual acuity.

Weale concluded that if retinal tissue does not impact the quality of
vision, it might be the retinal blood supply that affects the vision negatively.
Therefore, the faz is the central reason for superior vision inside the foveal
area. If this is the case, the argument needs to be turned around, and the
removal of retinal layers from the foveal region is a necessity that ensures that
retinal cells for neural processing of information are provided with nutrition
despite the lack of retinal blood supply in this area. Weale’s conclusion is,
therefore, a different one from those we have seen so far as it does not claim
that the fovea itself has a function. The fovea is merely a consequence of the
missing blood supply in the central region.

A different standpoint was taken 12 years later by Harkness and Bennet-
Clark [28] who returned to the view that the shape of the fovea is the reason
for its function. They investigated deep foveae and regarded them as a
focus4 indicator that provides the eye with “unambiguous information on
focus error” [28]. As others too, Harkness and Bennet-Clark relied on the
refraction of light at the retinal boundary inside the fovea. However, they

4 Here, to focus means to accommodate the lens of the eye to achieve a sharp image.
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suggest that especially in convexiclivate foveae this refraction will only affect
a tiny portion of the image and does not magnify the image to a degree
that is relevant for an improvement of vision. Nevertheless, the introduced
distortion at the bottom of deep foveae can be used to estimate as to when the
projected image is in focus, i.e. the viewed object is sharp and not blurred.

In their model, the refraction is larger in convexiclivate than in concavicli-
vate foveae. This difference, however, can be explained acknowledging that
deep, funnel-like foveae are often correlated with monocularity. Hunting
birds, for instance, use their central fovea to observe each side independently
and have two separate images that are not joined into one. A correct focus
does, therefore, only depend on the information from one eye. Humans on
the other hand, possessing binocular vision, do not depend on the fovea
to estimate object distances because such can be reconstructed from the
difference of the two images provided by both eyes. Therefore, binocularity
provides additional information for the eye to focus and this might be a
reason why those eyes often present with shallow foveae.

Around the time of the work of the previous paragraph, Snyder and Miller
[29] published the theory of the “Telephoto lens system of falconiform eyes”.
This work used the old assumption of Walls that light is refracted by the
fovea to provide an enlarged image on the retina. Opposed to Walls, who
claimed that the steep fovea margins are the reason for the enlargement,
Snyder concentrated his research on the bottommost portion of the foveal pit
which forms a small hemisphere. When this hemisphere acts as a negative
lens, the eye might behave like a telephoto lens.

To support the hypothesis, Snyder and Miller compared the anatomical
resolving power of falconian eyes with that of humans as these birds possess
superior vision, while the dimension of both eye-types is similar. To do so,
the foveal inter-cone distance d in various birds was measured and found
to be around 2 µm, while in humans it was found to be around 3 µm. After
estimating the focal length in falcons from the curvature of their retina
( f = 15.6 mm) and using f = 17 mm for humans, the resolving power was
calculated with RP = f /d.

Employing this calculation, Snyder and Miller found that falconian eyes
have a resolving power that is only 1.38 times larger than the resolving power
of humans. This finding is different from that published by Fox, Lehmkuhle,
and Westendorf [30], who earlier reported the grating detectability to be 2.6
greater compared to humans by employing a two-choice discrimination task
and comparing the performance of an American kestrel with a person.

Therefore, Snyder and Miller suggested that the resolving power of the
bird’s eye is enlarged by the foveal pit, i.e. the bottommost part of the fovea,
which acts as a negative lens [29, Figure 1]. The pit will then introduce an
additional magnification factor m in the equation RP = m f /d that depends
on the dimensions of the pit-hemisphere, its distance to the photoreceptors
and the difference in optical density between the vitreous humour and the
retinal tissue.

In conclusion, Snyder and Miller found that eagle eyes can detect point
objects at a distance 3 to 8 times larger than humans can. However, they
admitted that the fovea may additionally act as focus indicator as reported
by Harkness and Bennet-Clark [28].

So far, we have reviewed several of the existing hypotheses concerning
the function of the fovea in vertebrate eyes. Several other theories have
been published which have not been considered since the presented material
already shows the diversity of conflicting beliefs. The interested reader
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can turn to the work of Maldonado, Maturana, and Varela [31], Bloch and
Martinoya [32], and Steenstrup and Munk [33]. In addition, Locket [34]
re-evaluated the light tracings through many deep foveae that were available
as histological drawings.

At this point, we must acknowledge that it remains unclear if the refraction
of light at the retinal boundary indeed takes place. Recent publications
reported that it might be wrong to assume that conventional geometrical
optics can be applied at the scale of cells. It was found that retinal cells
instead act as optic fibres which in turn would make the premise of Walls
and all who followed the same path questionable [35].

All early publications regarding the fovea form have in common that they
base their investigation on shapes that have been extracted from ex-vivo
samples. An in-vivo assessment of the fovea was not possible without further
advances in technology. Therefore, studying the complete three-dimensional
fovea shape was as impossible as it was to make continuous measurements
of the same eye on the same location to show the development of an ageing
fovea. Nevertheless, some attempts have been carried out.

Hendrickson and Yuodelis [36] described the human fovea during devel-
opment and used samples from different subjects as the analysis had to be
done ex-vivo. With an in-vivo imaging method it would be possible to repeat
this kind of study on the same subject, eliminating errors that are introduced
by using unrelated eyes from different specimens.

O’Leary [37] presented a first approach to tackle this problem by analysing
photographs of retinas. These images showed a specific reflection pattern
around the fovea which was used to estimate the radius of foveal curvature
in living subjects. Although the shape of the fovea could not be assessed,
this method analysed the dimension by relying on harmless in-vivo imaging
only. Around the time when O’Leary [37] published his work, a technology
called optical coherence tomography (oct) was developed that would open
new ways of analysing retinas.

2.3 optical coherence tomography

In the past, histological sections were the main resource when investigating
form and function of foveae. This approach has several drawbacks. Firstly,
the process of preparing sections involves deformations when cutting and
handling the samples. While this can be minimised, it cannot be completely
eliminated. Therefore, when the form of a fovea is analysed, careful con-
sideration of the histology-introduced errors is necessary. Secondly, using
histology is only possible post-mortem ruling out any large study on hu-
man eyes over a wide range of ages. Additionally, the analysis of foveal
development is not possible within the same patient.

With the introduction of optical coherence tomography (oct), a technology
became available that would eliminate these drawbacks. Introduced as a
system for “noninvasive cross-sectional imaging in biological system” [38] it
became the standard tool for imaging retinal layers.

oct works similarly to sonography with the difference that it employs
light instead of ultrasound. First, the light is split into a reference beam and
a sample beam. While the reference beam is left unaltered, the sample beam
penetrates the retinal tissue and is partly transmitted and partly scattered.
The reflected light from the tissue is then interferometrically compared to
the reference beam, and an output intensity is computed that represents
certain optical properties of the tissue. Areas of the tissue that have a higher
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Figure 2.5: oct B-scan through the fovea acquired with a Spectralis SD-OCT (Hei-
delberg Engineering). Bright areas indicate tissue with a higher reflectivity.

reflectivity will produce a higher output intensity than areas with lower
reflectivity that are translucent to the incoming light. Representing the
intensity as a greyscale image can be achieved by displaying the rescaled
intensity values as pixels and applying, e.g. a gamma correction to enhance
the visibility of retinal layers. In images, higher reflectivity values can either
be represented as brighter or as darker areas and both forms can be found in
literature. In oct images of this work, brighter pixels will indicate a higher
reflectivity.

Figure 2.5 shows such an image-representation of an oct. One column
in the image corresponds to one depth profile of the scan and is called an
A-scan. When the position of the depth scan is shifted and measurement is
repeated, we get a series of A-scans that is usually referred to as B-scan and
which can be represented as a greyscale image. To obtain a three-dimensional
volume scan, several B-scans that have a certain distance between them are
combined so that the surface of the tissue can be sampled in a rectangular
area.

In addition to this traditional rectangular volume scan, modern octs have
several other scanning modes. Two popular ones are:

• a star scan where several B-scans are acquired that run through a fixed
position, e.g. the foveal centre

• a ring scan where a B-scan is acquired that samples a circle with fixed
scanning radius, e.g. around the optic nerve.

In the last decades since the introduction of the oct, many advances
have been made that go far beyond the scope of this text. For an advanced
overview, we refer to the work of Schmitt [39] which provides detailed infor-
mation about the oct’s mode of operation, interferometry, tissue scattering
models and hardware. More recent reviews by Drexler [40] and Drexler and
Fujimoto [41] report advances in the field of oct without going into too much
technical detail or physics. Finally, Kiernan, Mieler, and Hariprasad [42]
provide an excellent review about commercially available oct devices which
also includes the Spectralis SD-OCT device that was used for acquiring the
data used in this work.

Another interesting work in the light of this thesis was published by Wolf-
Schnurrbusch et al. [18] because it compares a single measurement repeated
with six of the most popular oct devices. Such a comparison is interesting
because when quantifying the shape of the fovea, we are interested in sizes,
thicknesses, widths or heights of certain features in metric units. As we will
see in the discussion, the oct needs to make certain assumptions about the
eye to provide these quantities and different devices use different calculation
models. Wolf-Schnurrbusch et al. [18] measured the cfst and reported that
oct devices provided (sometimes significant) differences in such data for the
same subjects, which will be presented in the next section.
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While the correct conversion to metric units is certainly an important
aspect, oct devices need to account for eye movement or noise reduction as
well. Therefore, image processing plays a major role in the data processing
pipeline of commercial devices. Gabriele et al. [43] and the references therein
provide an insight into these aspects of oct imaging for eye research.

Summarizing, oct has become the standard tool for investigations that
concern the structure of the retina because it provides a contactless measuring
method with high resolution. Major advances in the last years made it
possible that volume scans of retinal areas can be acquired and modern
image processing enhances the quality even further. Most importantly, since
oct data is instantly available in digital form, modern computers make
algorithmically complex analyses feasible.

2.4 current research

As motivated in Section 2.2, insights in the form of the fovea are driven by a
search for meaningful explanations about its function. While former analyses
had to draw their conclusions from small sets of histological sections, the
introduction of oct provides researchers with the technological ability to
analyse larger numbers of retinas in high resolution.

Since around 2005, most of the appearing publications that quantify prop-
erties of the fovea use oct as a provider for data. In this section, we briefly
review published work, and we will later compare the reported findings as a
comparison to the results of this work.

Wu et al. [44] used an OCT-3 system (Carl Zeiss Meditec) to compare
retinal thickness between normal adult eyes and highly myopic eyes. The
acquired thickness data was provided by the built-in software of the oct

using the etdrs grid. They reported a statistically significant difference in
retinal thickness between the examined 80 myopic and 40 normal eyes. The
myopic eyes had a significantly greater retinal thickness in the foveola and
the 1 mm foveal area. It was found that the retinal thickness in the foveola
(see Figure 2.3) was 166 µm vs 149 µm and the mean thickness inside the
1 mm circle was 199 µm vs 188 µm for myopic and normal eyes respectively.
However, for the regions outside the 1 mm circle, it was reported that the
myopic group had a significantly smaller retinal thickness and macular
volume.

A similar study with 50 subjects was done by Grover et al. [45] who re-
ported retinal thicknesses for all the nine subfields of the etdrs grid. Most no-
tably, they reported a crtmin of 227.3± 23.2 µm and a cfst of 270.2± 22.5 µm
which is notably larger than what was reported by Wu et al. [44] 5 which may
be due to the different device employed (Spectralis SD-OCT (Heidelberg
Engineering)).

In a following publication, Grover et al. assessed also the retinal thick-
ness, but presented a comparison between two different oct devices [16].
The crtmin and cfst measured with the Spectralis SD-OCT showed a
similar value as earlier reported and was found to be 225.1± 17.1 µm and
271.4± 19.6 µm respectively. This measurement differed significantly from
that of the Stratus OCT (Zeiss, Oberkochen, Germany) which showed crtmin
and cfst values of 166.9± 20.9 µm and 202.3± 19.6 µm respectively.

The difference has two main reasons. First, the Spectralis SD-OCT is a
Fourier-domain oct as opposed to the Stratus OCT which works in the time-
domain to calculate the depths of tissue reflections. More notably, however,

5 The crtmin in this publication was referred to as cpt
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the Spectralis SD-OCT included the thickness of Bruch’s membrane, a layer
below the retinal pigment epithelium (rpe), in the calculation of the overall
retinal thickness. In recent versions of the Spectralis SD-OCT software, this
issue was corrected and separate segmentations of the rpe and the Bruch’s
membrane are available.

An even more extended comparison of different oct devices was published
by Wolf-Schnurrbusch et al. [18]. There, the cfst of 20 healthy subjects was
assessed with six different oct devices. Again, the Spectralis SD-OCT was
among those that showed the highest retinal thickness with 288± 16 µm and
290± 15 µm for the right and left eye respectively.

Chui et al. reported findings about the relationship of the faz and the foveal
pit morphology [11, 46]. Ooto et al. [47] investigated the retinal thickness in
Japanese eyes and later [47] described race- and sex-related differences in
retinal thickness and foveal pit morphology. Tick et al. [48] reported foveal
characteristics of 57 healthy subjects to investigate the variability of shapes
in a normal population and Yanni et al. [49] examined correlation between
the faz and the foveal pit in 24 preterm and 34 full-term children.

All publications discussed so far did not employ mathematical models
of the fovea to assess their measurements. Rather, they relied on built-in
software of the oct devices for the reported data. However, in comparison
to the results presented here, they are nevertheless of interest.

To the knowledge of the author, the first notable approach to extract foveal
features using a mathematical model that can be fitted onto different datasets
was published by Dubis, McAllister, and Carroll [50]. By reducing the
measured OCT data to a small set of model-parameters, the extraction of
fovea characteristics can be broken down to the pure analysis of the model
function.

Dubis, McAllister, and Carroll [50] employed a difference of Gaussians
(dog) function to represent the foveal pit and used this model to extract
foveal properties. However, the dog is a symmetric function and cannot
cope with the fact that foveae are generally asymmetric, mainly due to the
thickness of the nfl which is not constant for different anatomical directions.
Additionally, regarding the wide range of foveal shapes including specimens
with broad bottom but steep rim occurring in some higher primates, or
very narrow and steep foveae observable in birds, the dog method cannot
comprise these variations with acceptable accuracy.

Due to their analysis that went far beyond what commercial oct software
could provide, Dubis, McAllister, and Carroll where able to quantify foveal
pit depth, foveal diameter and foveal slope. For the two oct devices and
different subject groups the following values where reported: foveal pit
depth in the range of 110.7 µm to 122.53 µm, foveal diameter in the range of
1.905 mm to 2.078 mm, and foveal slope in the range of 10.407° to 12.241°.

Three years later, Dubis et al. [51] used their model to examine the re-
lationship between foveal pit morphology and the faz. Beside the high
variation in pit morphology and faz for the 42 subjects, they reported a
significant correlation between the foveal pit properties and faz. The same
model was then used to investigate in race- and sex-related differences in
retinal thickness, foveal depth, diameter and slope [52].

Barak, Sherman, and Schaal [53] employed an automated regression soft-
ware (Eureqa, Cornell Creative Machines Lab) to identify underlying equa-
tions of subjects with a premacular hole formation in comparison to a control
group. Their approach is somewhat different as it does not employ a fixed
model of the foveal region. Instead, it identifies formulas found by the
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software and calculates foveal characteristics from these findings. Barak,
Sherman, and Schaal reported that both compared groups followed polyno-
mials that mainly consisted of trigonometric functions. A similar approach
with the same software was presented by Nesmith et al. [54] who investigated
in the influence of age in regard to the foveal morphology.

At this time, the basic method presented here was published [10] which,
as we will see soon, introduced not only a flexible, parametric model for
the foveal shape, but also developed a distinguished way of modelling
radially to allow for capturing asymmetries. Therefore, the ideas herein have
already been discussed or were even reused, and the following publications
referenced this work accordingly: Nesmith et al. [54], Ding et al. [55], Turpin
et al. [56], Liu et al. [57], Sepulveda, Turpin, and Mckendrick [58], Yadav
et al. [59], and Karl et al. [60]. Three of the mentioned publications are of
particular interest as they also developed models for the foveal shape.

Ding et al. [55] used a two component model that consists of a second-
order bivariate polynomial and a zero-mean bivariate Gaussian function to
assess differences of parameters in patients with Parkinson disease. The
mean parameters of the two groups, i.e. normal eyes vs. eyes of patients with
Parkinson disease, were used as a classification-criterion. It was reported
that a single model parameter discriminated 70 % from the control group,
while using seven parameters increased the correctness to 76 %.

Liu et al. [57] developed a Sloped Piecemeal Gaussian (spg) model that
can account for a larger number of known foveal pit variations and tested it
on 3488 macular scans from both eyes of 581 young adults. The spg model
is a Gaussian function that is pulled apart in its centre and connected with
a straight line. This approach was chosen to account for foveal pits with
a flat bottom which a normal Gaussian cannot account for. To incorporate
asymmetry, a sloped line was added to the final function. Liu et al. presented
an extensive comparison between their model and existing dog, Gaussian
and sloped Gaussian models. In relation to the method presented in this
work, one should note that we will model both sides of a fovea shape with
two unrelated functions that naturally connect at the centre. Since the model
developed here will have four parameters for each side, this will increase
the numbers of parameters from six (spg) to eight, but it does not assume
that the asymmetric relation purely depends on a linear difference in height
introduced by a sloped line.

Yadav et al. [59] extended the radial modelling approach we will present
here and used a cubic Bézier polynomial as model function. Using Bézier
polynomials allows for a greater flexibility and their model was claimed
to be more accessible to an analytic investigation to, e.g. calculating the
volume of the foveal pit. We will show here that the analytic calculations
necessary for the foveal pit volume, i.e. calculating the antiderivative of
the model function, are indeed possible and that the resulting formulas can
be expressed concisely. Finally, Yadav et al. compared the performance of
their model with the models of Dubis, McAllister, and Carroll [50] and Ding
et al. [55]. Unfortunately, the method presented here was not included in the
comparison.

2.5 summary

In the previous sections, we motivated the scientific interest in the fovea
by presenting important publications of the last century which discussed
different explanations for the existence of the foveal pit inside the retina.
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Starting from the assumption that the fovea’s purpose is to remove tissue
from the light-path, researchers suggested it might lead to a magnification
by the refraction on either the foveal boundaries [2] or the pointy pit in birds
of prey that act like a telephoto-lens [29]. It was hypothesized that the fovea
is a focus indicator to track small objects [22] or a device to help a monocular
lens to find the correct focus to achieve a sharp image [28]. For the human
fovea in particular, another work suggested that the fovea is only a result
of the faz as otherwise nutrition and oxygen cannot be provided to an area
that can, for optical reason, not be crossed by blood-vessels [26]. Moore
et al. [61] provide an exceptionally detailed report about the topic and they
carefully addressed existing hypotheses of the fovea’s function. However,
their conclusion clearly highlights why the fovea is to this day an important
research topic:

Consequently, little is known about the functional properties of
retinal specializations in different vertebrate taxa. This has limited
our understanding of the diversity of strategies animals use to
gather visual information from different environments, and it
has slowed our progress in mapping the functional evolution of
vertebrate eyes. By focusing future research efforts on testing
these functional hypotheses, we will be able to better comprehend
the relationship between the eye and the physical environment,
and ultimately the visual ecology of vertebrates. (Moore et al.
[61])

Today, researchers are more careful with new hypotheses and they rather
concentrate on building a rigorous foundation of the fovea morphology. We
have shown several publications that reported retinal measurements of the
foveal area, many of which employed recent oct technology [11, 18, 44–
47]. These publications are vital as a database of reference values of retinal
properties inside the fovea, but they did not capture the exact morphology
of the fovea.

With the introduction of foveal modelling, researchers were firstly able to
describe foveal shapes in mathematical terms. The models can be classified
into two groups: free-form models that try to find a mathematical formula
for the shape (e.g. [53]) and parametric models that fit parameters of a fixed
formula. The latter are of particular interest because parametric models need
to be designed carefully to be as flexible as necessary and as restricted as
possible [62]. Early models were insufficient to represent the asymmetric
nature of the fovea (e.g. [50]) which was accounted for by introducing
additional terms or using a more general formula (e.g. [59, 63]).

The work we present here will employ a model function that was designed
to represent most appearing foveal shapes. Nevertheless, its formula is
comparably simple as it only represents one foveal shape starting from the
centre of the fovea. The flexibility is achieved by the way the model is
incorporated into a radial fitting procedure to allow for the modelling of a
complete, three-dimensional, and possibly asymmetric fovea.
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PA R A M E T R I C F O V E A M O D E L

As already discussed in Section 2.4, common choices to model foveal pits
include Gaussian functions or difference of Gaussians (dog) that are some-
times combined with a slope term to account for asymmetries. They are well
understood and their mathematical nature make them easily accessible.

Starting from the second derivative of a Gaussian, it becomes apparent
that such functions already resemble major characteristics of a fovea:

G(r) = ∂rr exp
(
−r2/2

)
= r2 exp

(
−r2/2

)
− exp

(
−r2/2

)
. (3.1)

Figure 3.1a shows that the graph of G and the inner limiting membrane
(ilm) share similarities that make G an excellent candidate for developing a
fovea model. For one, the graph of G has a smooth pit at the origin where it
has its minimum. From the centre, the height of G increases until it reaches
a maximum before it finally converges to a constant value. These features
correlate to the foveal bowl, rim and the flattening of the thickness outside
the rim.

However, to turn G into a flexible model for foveae, certain model param-
eters need to be introduced to allow for an adaption on the vast number
of possible foveal shapes. Before we go into detail, some properties and
requirements of the final model need to be motivated.
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Figure 3.1: Comparison of the function G(r) from Equation 3.1 in (a) and an oct

through the foveal region in (b). Coloured lines denote the ilm boundary (blue), the
onl boundary (green) and the rpe boundary (red). Retinal thickness is considered to
be the distance between ilm and rpe.

3.1 model properties and requirements

3.1.1 Modelling relative to the RPE boundary

Modelling the height of the foveal shape requires an appropriate reference
coordinate system. Although not explicitly stated, Figure 3.1a suggests that

17
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this reference line is the arbitrarily chosen x-axis1, but when data is extracted
from an oct, the position of the retina depends on the particular scan and
image coordinates vary drastically.

Employing image coordinates in the modelling procedure would inherit
several drawbacks. Unlike Figure 3.1b, retinal scans acquired in clinical
routine are often slightly tilted, and the retina is rarely aligned horizontally
in the centre of the image. These artefacts are inherent to the measuring pro-
cedure and even experienced operators cannot prevent them. Additionally,
the absolute horizontal position of the retina is not constant. Although the
operator ensures that the scan of the retina is indeed inside the image, the
exact y-position may vary. Therefore, using image coordinates, e.g. measure
from the bottom of the image, to refer to positions on the retina is a poor
choice.

Another reason against the bottom of the image as reference is the eye
itself, which is a spherical structure. Its rounding is visible in the oct and
we would have to take care of the addition in height at points far from the
centre. Note that the rpe in Figure 3.1b is significantly higher at the left and
right image border.

Finally, we cannot neglect the importance of the retinal thickness in mod-
elling foveal shapes. Thus, the shapes of two foveae might be similar even
when the thickness of the retina beneath them is different. But both the
shape and the retinal thickness is important for future analyses.

Therefore, instead of using image coordinates directly, we are using the
retinal thickness, defined by the height difference between ilm and rpe, as an
appropriate choice in the modelling procedure. It will make the modelling
independent of the absolute position of the retina inside the oct and will
account for cases where the scan is not aligned parallel to the bottom of the
image.

To calculate the correct distance between a point on the rpe and its corre-
sponding point on the ilm above, we would have to determine the normal
direction2. This, however, is impractical as it requires a smooth rpe which
cannot be ensured for all retinas and might lead to unexpected results in
the thickness calculation. Since we expect a certain quality from the oct

scans and since the visible curvature of the eye inside the scan is small,
deviation angles of the rpe are expected to be small as well. Therefore, using
the vertical distance between rpe and ilm is a valid approximation for the
thickness of the retina. This approach was already used by others (e.g. [50,
51]), and for a whole oct scan, we will refer to it as retinal thickness map.

3.1.2 Radial modelling with a one-sided model

The foveal pit is an asymmetric, often elliptical structure as the cited publi-
cations in Section 2.4 reported. One primary reason for that is that the pit
of a completely developed human fovea lacks of inner retinal layers which
includes the nerve fibre layer (nfl) that is responsible for relaying signals
from the photoreceptors. However, information from all photoreceptors
inside the retina need some path to the optic disc where the eye has its
neural connection to the brain or they would otherwise be useless.

In a fovea-free retina, a neural path from all positions to the optic disc
can be achieved by a radial path pattern with the optic disk in its centre.

1 Note that this general form of G has a value of −1 in the centre and is almost 0 at both ends.
The x-axis in the figure has a height of y = −4.

2 i.e. the direction vertical to the rpe surface on each point of the rpe
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Figure 3.2: Visualisation of the radial modelling approach for eight fitted foveal
shapes. Each red line represents one particular foveal shape starting from the centre
and going outwards. The blue circle indicates the boundary of the fitted region. The
surface, as indicated by the grey grid, is reconstructed by interpolating the foveal
shapes.

Since neural paths do not cross the foveal zone, such a direct connection is
impossible and all paths through the fovea need to bypass this area. This
increases the thickness of the nfl around the fovea asymmetrically because
on the nasal side (the side of the fovea where the optic disc resides), more
nerve fibres are bundled than on the opposite, temporal side. In fact, in the
oct image in Figure 3.1b this is visible by the thickened bright nfl layer on
the right side below the blue line.

Therefore, an approach to model the three-dimensional structure of a fovea
needs to take into account that foveal shapes will be distinct for different
directions from the foveal centre. Some existing publications have solved this
by using symmetric formulas to model a complete section through the foveal
centre and introducing an additional slope term in the model (see [57] and
the references therein) to account for such differences.

However, using a one-sided model and representing the two opposite sides
of a fovea separately has the advantage that it is possible to compare the
model parameters for both sides and draw conclusions from their difference.
Generalising this idea further, one can model not only two opposite sides
from one B-scan but applying the approach in several directions from the
foveal centre. This naturally leads to a method that is capable of modelling
the complete three-dimensional structure of a fovea around its centre.

Therefore, in this work we use a radial scheme, which fits several directions
independently with a model that represents only one side of the fovea. A
visualisation of this method is given in Figure 3.2, which shows the recon-
struction of a foveal surface by using eight different modelling directions.
Each red shape starts in the centre of the fovea and models the structure in
one particular direction.

The radial approach has the following advantages:

1. Each direction is represented by a simple one-dimensional model func-
tion that can be examined and characterised analytically.

2. When every direction is modelled independently, it is possible to
account for asymmetries of the three-dimensional structure of the
fovea.
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3. The resolution of this radial representation can be increased arbitrarily
by increasing the number of modelled directions.

4. Fitting independent directions with a simple one-dimensional model
can be done in parallel which might have superior performance than
modelling the complete foveal surface with a mathematically complex
formula.

3.1.3 Coordinate system of the model

Using the distance between ilm and rpe as explained in Section 3.1.1 leads to
a coordinate system where the model function has a value of minimal central
retinal thickness in the fovea (crtmin) in the foveal centre. However, when
modelling different directions of a fovea, the value of crtmin is an additive
constant that is the same for each direction. Therefore, this component
should not be a part of the model, and the fovea model itself will only
include parameters necessary for representing the shape, using the bottom
of the foveal pit as origin of the coordinate system as shown in Figure 3.3.

3.1.4 Simplicity of the model formula

In general, the goal is to find the smallest possible model that is able to
represent important properties of the data. While we wish to represent a
large variety of foveal shapes, a model with many free parameters is often
overly complex and can sometimes be led astray [62].

Additionally, the model equation we seek should aim to exhibit two
features: A certain mathematical accessibility and a human accessibility. The
human accessibility is certainly optional but it would add considerable value
and assert that parameters can be intuitively understood in a similar way
that one understands the influence of the parameters µ and σ of a normal
distribution.

Mathematical accessibility is the ability to analyse the model function with-
out numerical values for the free parameters. In later analyses, we will
calculate foveal characteristics like steepness of the fovea wall or height of the
foveal rim that will include finding antiderivatives and derivatives of model-
based formulas. With a mathematically challenging model equation, one
might be left with numerical schemes to find solutions for these problems.

However, when it is possible to obtain results for unknown parameter
values, i.e. solve them symbolically, general conclusions can be drawn about
valid ranges for parameter values and the properties of the model itself.
Finally, with an analytic solution to fovea characteristics, the numerical
calculation for specific parameter values turns into a trivial substitution of
numbers.

3.2 model equation

The fundamental form of Equation 3.1 already shows typical shape features
required for real foveae, however, it is a symmetric formula, i. e. G(r) =
G(−r). Since the goal is to model foveae which are asymmetric, only the
right half with r ≥ 0 is used.
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Figure 3.3: The modelM(r) as sum of terms A and B.

To extend Equation 3.1 into a flexible model, four parameters, namely
µ, σ, γ and α are introduced. The final form of the radial model is given by

M(r; µ, σ, γ, α) = µσ2rγ · exp [−µrγ]︸ ︷︷ ︸
A

+ α (1− exp [−µrγ])︸ ︷︷ ︸
B

. (3.2)

Like the derivative of the Gaussian, Equation 3.2 consists of two additive
terms A and B, which are depicted separately in Figure 3.3 to facilitate a
deeper insight into the structure. In general, the first term A mainly controls
the form of the foveal rim, and term B mainly influences the thickness outside
the foveal pit. Both terms contribute to the width and steepness of the foveal
pit, since the controlling parameters µ and γ appear in A as well as in B. To
gain a complete understanding on how the parameters influence the shape,
the following sections provide a detailed examination of their behaviour and
properties.

3.2.1 Parameter σ, the height of the rim
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Figure 3.4: Influence of parameter σ onto the shape of the model.

The dashed orange line in Figure 3.3 represents term A of the model equation.
This term forms the rim of the fovea and its height is proportional to the
square of σ and, therefore, a fovea with a prominent rim will have a larger
σ-value than a fovea without one. Since this parameter does not appear in
term B ofM, it has only marginal influence on the shape of the fovea outside
the rim region.

3.2.2 Parameter α, the retinal thickness outside the foveal pit

The parameter α, only present in term B, controls the height of the monotoni-
cally increasing function which is displayed as dotted green line in Figure 3.3.
Since we assume a constant retinal thickness outside the foveal area, the
model function has to converge to a specific value. Therefore, α was intro-
duced to influence term B in such a way that the model converges to the
value of α as r → ∞.
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Figure 3.5: Influence of parameter α onto the shape of the model.

Lemma 1. Given r ∈ R > 0 and µ, σ, γ, α ∈ R and µ > 0, σ > 0, and γ > 1
(we will refer to these conditions as usual parameter restrictions for µ, σ, γ, and
α from now on), then

lim
r→∞

M(r; µ, σ, γ, α) = α .

Proof. First, we will show that term A of Equation 3.2 vanishes as r → ∞.
Given the parameter restrictions, then k = µrγ > 0 and proportional to r.
Substituting k into term A, it suffices to see that

lim
k→∞

σ2 k
exp[k]

= lim
k→∞

σ2 k
1 + k + k2/2 + . . .

= 0.

As for term B, we have

lim
r→∞

α (1− exp[−µrγ]) = lim
r→∞

α− α

exp[µrγ]︸ ︷︷ ︸
=0

= α.

It can therefore be concluded that the retinal thickness outside the foveal
region can be approximated by adding up α and the difference of ilm and
rpe in the foveal centre, which is denoted by crtmin.

Note that certain foveae might present a large crtmin and that the fovea
centre can have a larger thickness than the surrounding retina. For those
cases, α can be negative because the retinal thickness outside the fovea drops
below the level of crtmin.

3.2.3 Parameter µ, the width of the foveal pit
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Figure 3.6: Influence of parameter µ onto the shape of the model.

To steer the width of the foveal pit, parameter µ was introduced. Unlike
the usual mean of a Gaussian function, where µ is an additive parameter
and therefore laterally shifts the whole function, here, µ is a factor of r inside
the exponential. Therefore, it rather acts like a scaling of the function in
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r-direction, and while µ still has the effect of shifting the rim, it also provides
the important advantage of keeping the minimum of the foveal pit at r = 0.
This property is crucial for the approach of radial modelling, since it ensures
that two or more models naturally join at the centre.

Another occurrence of µ acts as factor in front of the term A in M. It
ensures that µ has no influence on the height of the rim. Before we prove
this, we first show that for µ > 0 there exists one defined maximum ofM
on the rim.

Lemma 2. Given the usual parameter restrictions, µ > 0, and α + σ2 > 0, the
modelM has one defined maximum at

rrim =

(
α + σ2

µ σ2

) 1
γ

.

Proof. We will show the existence of the maximum by calculating the first
derivative and solving for its roots. A detailed calculation of ∂rM is given in
Section A.1.

0 = ∂rM(r) (3.3)

= γµ exp (−µrγ) rγ−1
(

α + σ2 (1− µrγ)
)

. (3.4)

For this product, the first term gives the trivial solution r = 0 which we are
not interested in. The last factor is linear in rγ and solving

0 = α + σ2 (1− µrγ)

leads to the proposed form of rrim. To show that rrim is indeed a maximum,
we will substitute this solution into the second derivative and show that

∂r2M(r)|r=rrim
< 0.

Details of the calculation of the second derivative can be found in Section A.2.
After substituting rrim and simplifying the expression, we get

∂r2M(r)|r=rrim
= −γ2µ

(
α + σ2

)
exp

(
− α

σ2 − 1
)(α + σ2

µσ2

) γ−2
γ

.

Now, given µ, σ > 0, γ > 1, and α + σ2 > 0, we see that all factors of the
above equation are positive. Therefore, the whole expression is negative
which indicates that rrim is indeed a maximum.

After calculating the position of the foveal rim, we can analyse if the
height of the rim is constant when µ changes. This property is not as much
important for an automated analysis as it is for human inspection of model
parameters. If the rim height is indeed constant, then we can conclude that
two foveae that have similar values in σ, γ, and α and only differ in µ have
similar rim thicknesses, but the foveal pit has a different width.

Lemma 3. The choice of the rim position µ has no influence on retinal thickness at
rrim.

Proof. With rrim from Lemma 2 given, we show that

∂µM(r; µ, σ, γ, α)
∣∣
r=rrim

= 0.
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First, we calculate the partial derivative ∂µM, where the substitution k = rγ

is used to simplify terms

∂µM = ∂µ

(
µσ2k exp[−kµ] + α (1− exp[−kµ])

)
= σ2k exp[−kµ]− µσ2k2 exp[−kµ] + αk exp[−kµ]

= exp[−kµ]
(

σ2k− µσ2k2 + αk
)

= exp[−kµ]
(
−µσ2k + σ2 + α

)
k

Re-substituting the solution k = (α + σ2)/(µσ2) from Lemma 2 will make
the second factor and, therefore, the whole product zero:

−µσ2 α + σ2

µσ2 + σ2 + α = −α− σ2 + σ2 + α = 0.

3.2.4 Parameter γ, the pit shape
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Figure 3.7: Influence of parameter γ onto the shape of the model.

The parameter γ is an exponent of r and influences the curvature of the
foveal pit. It was introduced to allow the model to represent convexiclivate as
well as concaviclivate shapes. As stated by Walls [19], most humans possess
a concaviclivate fovea form. It is characterised by a pit that is shaped like an
S between the rim and the centre.

In contrast, some avian species develop a narrow fovea with a very acute
pit and no visible bottom in the centre. Figure 3.7 shows three variations
with different values for γ. While γ = 2 and γ = 3 creates human-like
shapes, γ = 1 shows an acute pit without visible bottom.

The depicted shape for γ = 1 indicates to have no flat bottom at the centre
and reaches the centre at an angle. Thus, in the present work, we assume
γ > 1 to ensure a zero gradient at its centre although the flat pit might be
narrow for values close to 1. This is consistent with naturally occurring
foveae, where the centre of the pit always has a smooth bottom, because
infinitely sharp depressions are biologically impossible.

Lemma 4. Given γ > 1, the model equation will have a gradient of zero at r = 0.

Proof. The gradient at the centre ∂rM(r)|r=0 is given by

α0γ−1γµ exp (−0γµ) − 02γ−1γµ2σ2 exp (−0γµ) + 0γ−1γµσ2 exp (−0γµ) .

Every term of this sum contains either 0γ−1 or 02γ−1 as factor. Evidently,
only for γ > 1 these become zero and the gradient at r = 0 vanishes.
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Figure 3.8: Diagram of common foveal characteristics.

3.3 model based fovea characteristics

When the shape of a fovea is reduced to a few model parameters, there is a
clear advantages when analysing properties of the shape. In this section, we
want to derive a number of fovea characteristics that can be used to describe a
fovea and to compare different subjects.

In general, characteristics can be divided into two groups:

1. Characteristics that exist for each modelled direction separately. For
instance, the slope angle of the fovea can be evaluated for each direc-
tion separately, and we can raise the question if it is different for the
anatomical nasal and temporal direction in one subject.

2. Characteristics that exist only once per fovea. The volume of the three-
dimensional pit is such a characteristic.

Therefore, on the one hand there are cases where we want to analyse single
directions of a fovea, on the other hand there are cases when information
from several modelled directions is combined to draw conclusions for the
fovea as three-dimensional structure.

Figure 3.8 shows common characteristics for a foveal shape. Some charac-
teristics in this image were already discussed in the publications of Section 2.4
(e.g. crtmin and slope angle) and in the following, we shortly discuss each
and present how they can be calculated from the model.

3.3.1 Minimal central retinal thickness (crtmin)

The crtmin is one of the basic characteristics and is often assessed in studies.
In the radial model procedure, it is not directly a part of the model but a
property that is extracted upfront as the difference between ilm and rpe at
the extracted fovea centre.

Not only for a correct crtmin, but also for the quality of the whole fitting
procedure it is crucial to find the precise foveal centre within the oct volume.
Section 4.4 will present a discussion on how the centre can automatically be
determined from the data.
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Figure 3.9: Minimal retinal thickness of a fovea.

3.3.2 Rim height

The rim height is, as the name suggests, the retinal thickness at rrim and per
definition of the model it is the point with the largest retinal thickness. It is
depicted in Figure 3.10 and is the sum of the part above the x-axis and the
one below it. The height between the rpe and the x-axis is given by crtmin
from Section 3.3.1. The part above the x-axis is given by evaluatingM(rrim).

rim height
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Figure 3.10: The rim height of a fovea.

Lemma 5. Given the usual parameter restrictions for the model M, the value of
the retinal thickness at the rim is

hrim = CRTmin + α + σ2 exp
(
− α

σ2 − 1
)

.

Proof. The concise representation of the above equation can be obtained by
using the result for rrim from Lemma 2, calculatingM(rrim) and simplifying
the expression taking the parameter restrictions into account.

Note that the above solution does neither depend on µ nor γ. The absence
of µ supports what we have already shown in Lemma 3: the choice of µ has
no influence on the retinal thickness at the rim. The missing γ from this
solution is unsurprising as well. As already seen in Figure 3.7, γ shapes the
parts left and right from the foveal rim and leaves this point unchanged.
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Figure 3.11: Maximum slope of the foveal pit.

3.3.3 Maximum slope of the pit

One of the characteristics that are of common interest is the angle of the pit
at its steepest point as depicted in Figure 3.11. Since Walls [2] hypothesised
that the steepness is correlated to an increase in foveal resolution power,
many publications base their assumptions on the difference in foveal slope.

To calculate the point of maximum slope, we need to find the turning
point between the origin and the rrim.

Lemma 6. Given the usual parameter restrictions, Equation 3.2 has 2 turning
points of interest, where the first one lies between the foveal centre and the rim and
the second one right of the rim. With the substitution k = rγ, the 2 turning points
can be given in the form

k1,2 =
−b±

√
b2 − 4ac

2a

with

a = γµ2σ2, b = µ(σ2 − γ(α + 3σ2)), c = (γ− 1)(α + σ2).

Proof. We show this by solving ∂r2M(r) = 0

0 = ∂r2 M(r)

= ∂r

(
γµrγ−1 exp (−µrγ)

(
α + σ2 (1− µrγ)

))
= γµrγ−2 exp (−µrγ)

[
α (γ− γµrγ − 1) +

σ2 (µrγ + γ (µrγ (µrγ − 3) + 1)− 1)
]

.

We consider that only the last factor of the above product, since the leading
term has only the trivial solution r = 0. By substituting k = rγ and collecting
the coefficients for the different powers of k, we get

0 = γµ2σ2 k2 +
(
−αγµ− 3γµσ2 + µσ2

)
k + αγ− α + γσ2 − σ2

which is a quadratic polynomial in k. Solving this equation leads to the
solutions k1,2 given above.
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(a) (b)

Figure 3.12: Distribution of sampling points to calculate the cfst. Sampling points are
depicted as red dots inside a blue grid, dividing the area in equally sized partitions.
(a) shows a possible distribution that uses the underlying oct B-scans, drawn as
green, dashed lines. All red sampling points are equally spaced along a B-scan and
need to lie inside the 1 mm circle. (b) shows one possible distribution of sampling
points that can be used, when retinal thickness is only available on radial model
functions (depicted as green, dashed lines). Each small partition surrounded by blue
lines has the same area.

3.3.4 Central foveal subfield thickness (cfst)

In the literature, it has been common to employ the nine-field Early Treatment
Diabetic Retinopathy Study Research Group (etdrs) grid to examine retinal
thickness. The mean thickness in the central circle of the etdrs grid with
a diameter of 1 mm is an important measure and we refer to it as the
central foveal subfield thickness (cfst). However, throughout literature, it
is sometimes only called central retinal thickness in the fovea (crt) and the
distinction between the mean and the minimal central retinal thickness is not
always evident.

Based on oct data directly, one way to calculate the cfst is to uniformly
distribute a number of sampling points inside the central circle. The cfst

is then given by the mean of all retinal thickness values at these sampling
points. For oct data, the most direct approach is to use all A-scans that fall
within the 1 mm circle as sampling points.

However, in this work, a fovea is represented by a number of radial model
functions centred in the foveola and therefore, a different method is required
to approximate uniform sampling. The key idea is, instead of sampling oct

data in x- and y-direction, to use a radial sampling that covers the inner 1 mm
circle by varying angles ϕ and radii r. Since foveae are usually modelled in
nd equally spaced directions, the fixed sampling for ϕ is given. Along each
of the nd model functions,M(r) can be evaluated for arbitrary values of r.

To achieve a uniform distribution inside the circle, every sampling point
should cover the same area-fraction. As depicted in Figure 3.12a, the built-
in cfst of the oct software tool employs the following paradigm: every
sampling point covers a small rectangular area of the same size as indicated
by the grey grid lines.

In Figure 3.12b, a different partition of the 1 mm circle is depicted, which
shares the property that all areas containing a sampling point have the same
size. Additionally, it is easily possible to construct this partition and make
all sampling points lie on the green dashed lines that represent the given
model functions.
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The partition shown in Figure 3.12b can be derived from a recurrence
equation to obtain the blue circles that are required to ensure all small
sampling areas are of the same size:

• Given the number of modelled directions nd, the number of different
radial sampling points nr that can be chosen freely, and with one
additional central sampling point, the overall number of red points is
n = nd · nr + 1.

• With n given, the area of one small partition can be calculated by
dividing the area of the measurement region, ACFST = π · r2

CFST, into
n equal partitions by A0 = ACFST/n. To obtain the usual definition
of 1 mm circle cfst, rCFST = 1/2 mm. Therefore, the radius r0 of the
central blue circle in Figure 3.12b is given by r2

0 = A0/π.

• The area of the annulus between two adjacent radii rn and rn+1 is given
by nd · A0 since each ring consists of nd segments that have the same
size A0. Additionally, taking the standard definition of an annulus, its
area can be calculated by the difference of two disks with radii rn+1
and rn which leads to the recurrence equation

nd · A0 = πr2
n+1 − πr2

n with r2
0 = A0/π.

• By solving the above equation for r2
n+1 and expanding a few of the

recursive steps, one finds the explicit solution for the j-th radius to be

r2
j = r2

CFST

(
j · nd + 1

nd · nr + 1

)
, j = 0, . . . , nr.

Note that rnr is simply rCFST and that sampling points will be placed
in the middle between two neighbouring radii.

Given the list of radii rj, the final approximation of the cfst using the model
is given by

CFST = CRTmin +
1
n

nd

∑
i=1

nr−1

∑
j=0
Mi

( rj + rj+1

2

)
, (3.5)

whereMi denotes the model function in the i-th direction. Note that this is
only one possible numerical approximation of the cfst using radial model
functions and that different sampling, interpolating and integrating schemes
can be derived as well.

The advantage of the above scheme is that only basic operations like
additions, multiplications and powers are required for its computation. The
inner sum of Equation 3.5, however, can also be replaced by the analytic result
of the proper integral. That is, the volume (or total thickness) of the circular
sector that belongs to one modelled direction is calculated symbolically and
the cfst is calculated by computing the sum of all sectors divided by the
total area.

With nd modelled directions, every sector spans an angular range of the
size ϕd = 2π/nd. For each modelled direction, the volume under the model-
curveMi of this sector is given by

Vi =
∫ rCFST

0

∫ ϕd

0
r ·Mi(r)dϕ dr = ϕd

∫ rCFST

0
r ·Mi(r)dr.

Above formula takes into consideration that for the integral in polar coordi-
nates, we must not forget to multiply by r, which is the determinant of the
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Jacobian matrix of the coordinate transform. The symbolic solution of Vi is
given by

Vi =
ϕdµ

−2/γi
i

2γi
·
[

Γ
(

γi + 2
γi

)(
2σi

2 − αiγi

)
+

2αiΓ
(

2
γi

, rγi
CFSTµi

)
− 2σi

2Γ
(

γi + 2
γi

, rγi
CFST µi

)
+ αiγir2

CFSTµ
2/γi
i

]
.

(3.6)

Details about its derivation are presented in Section A.5. Using this result,
an analytic approximation of the cfst can then be given by

CFST = CRTmin +
1

π · r2
CFST

·
nd

∑
i=1

Vi. (3.7)

However, Equation 3.6 for the sector volumes Vi contains the incomplete
Gamma-function Γ(a, x) which is an integral form that has no analytic
solution [64, sec. 6.5.3, p. 81]. Many software frameworks, like the GNU
GSL library [65] or Wolfram Mathematica [66], provide implementations of
incomplete Gamma functions. Therefore, if special functions are available
for computation, the second scheme provides an alternative to calculate the
cfst.

3.3.5 Foveal bowl area
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Figure 3.13: Bowl area of the foveal pit.

The one-sided bowl area is the blue region depicted in Figure 3.13 and it is
defined as the area enclosed by the horizontal line to the highest point on
the foveal rim and the model function.

To calculate an analytic formula for this area, the point (rrim,M(rrim))
(see Lemma 2) is required. The rectangular area under the horizontal upper
boundary line of the foveal bowl is given by the product of rrim andM(rrim),
and, therefore, the bowl area is the difference

Abowl = rrim ·M(rrim)−
∫ rrim

0
M(r)dr. (3.8)

Substituting the antiderivative ofM from Section A.4 and the symbolic
result for rrim from Lemma 2, the explicit form of Equation 3.8 is given by
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Abowl =
1
γ

µ−1/γ

[
Γ
(

1 +
1
γ

)(
αγ− σ2

)
+ σ2Γ

(
1 +

1
γ

,
α

σ2 + 1
)
−

αΓ
(

1
γ

,
α

σ2 + 1
)
+ γσ2

( α

σ2 + 1
) 1

γ exp
(
− α

σ2 − 1
)]

, (3.9)

where Γ(a, x) is again the incomplete Gamma-function.

3.3.6 Foveal bowl volume

Opposed to the bowl area, the bowl volume measures the content of the
three-dimensional foveal pit. A method for the approximation of the bowl
volume was outlined by Yadav [59, 63], who used the difference between
a mean cylinder and the volume under the model function to approximate
the bowl volume. The mean cylinder that is used as a reference for the total
volume under the rim disk is calculated from rim points:

r =
1

nd

nd

∑
i=1

rrimi , h =
1

nd

nd

∑
i=1
M
(
rrimi

)
, Vt = π · r2 · h.

The total volume under the model with the rim disk as boundary is given by

Vr =
2π

nd

nd

∑
i=1

(∫ rrim i

0
r ·Mi(r)dr

)
,

where a symbolic form of the integral is given in Equation 3.6 when the
radius is replaced appropriately. The foveal bowl volume can then be defined
as

Vp = Vt −Vr. (3.10)

The approximation of the foveal bowl volume in Equation 3.10 has already
shown its practicability [59], and although Yadav et al. used a spline-based
model, it works equivalently for the parametric model here. However, there
are peculiarities which demand a further discussion. Intuitively, the concept
of a three-dimensional foveal bowl volume can be imagined as filling the
inner foveal cup with, e.g. water and measure how much of it fits into the
bowl. A rigorous definition, however, is not easily possible since the foveal
rim varies in its height and radius.

Figure 3.13 shows this problem when we inspect the left foveal rim that is
notably lower than its right counterpart. Therefore, calculating the left and
right part of the bowl with Equation 3.8 and adding both areas would lead
to incorrect results.

In a two-dimensional section like in Figure 3.13, this problem can be
solved by using a line from left to right rim as a boundary which leads to an
intuitively sound approximation for the bowl area. For the three-dimensional
bowl, however, the situation is ambiguous, because a plane does generally
not cover the top part when the rim-heights of different directions vary.

To find a surface that covers the foveal bowl and connects to the complete
crest of the rim, a different approach is required. One possible solution
could employ a minimal surface, which is a surface that locally minimises its
area.3 For a foveal rim of constant height or a rim, that can be covered with a

3 Minimal surfaces naturally occur when covering a wire frame with a soap film. Now, assuming
a circular shaped wire frame that represents the foveal rim, the soap film would connect to the
complete wire frame and create a smooth, minimal surface inside.
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plane perfectly, the minimal surface would naturally lead to the same planar
solution. For foveae with highly varying rim, a minimal surface would lead
to an intuitive cover for the bowl that fits the rim perfectly. Although, the
procedure of calculating the foveal bowl volume by this approach and the
required error analysis go beyond the scope of this work, we will give an
outline of the algorithm.

Using the rim points for all modelled directions as fixed boundary, a
minimal surface can be calculated by starting with an initial mesh that
connects all rim points and fills the interior. Then, an iterative method is
used that transforms the mesh gradually and minimises a certain energy
measure. This procedure will eventually converge to a mesh that is the
discrete approximation of a minimal surface and details can be found in the
work of, e.g. Pinkall and Polthier [67]. This mesh is then used to calculate
the volume under surface that has the foveal rim as boundary.

Now, Equation 3.6 is adapted by replacing rCFST with rrim of each sector
and the overall volume under the model surface is calculated. Finally, the
difference between the volume under the minimal surface and the volume
under the model leads to a hopefully more accurate numerical estimate of
the foveal bowl volume.

3.3.7 Foveal radius

The foveal radius is a measure for the extent of the foveal pit. For this
purpose, it seems natural to use the distance between the fovea centre and
the highest point on the foveal rim, rrim. However, while most foveal shapes
have a clear rim, we observed foveae where the rim is almost even. In such
foveae, although they do possess a rim, this point might be located at a
significantly greater distance to the foveal centre, compared to a fovea with
similar properties but a more pointed rim. That would lead to a foveal radius
definition with a high variance, even when the foveal shapes themselves are
characteristically similar.

We found that the foveal bowl area, which includes rrim only indirectly
as integration boundary, can be used to obtain a consistent measure for the
extent of the foveal pit. For this purpose, a defined percentage p (usually
95 %) of the foveal bowl area is introduced. This reduced amount of bowl
area can be thought of filling the pit to a slightly lesser degree and reaching
rrim not entirely. This leads to the effect that in foveae with an almost even
rim that is distant from the centre, the p-percentage radius reflects to a
better degree the extent of the visually observable bowl. In Figure 3.8 this is
exemplary shown by the red p = 95 % line and the distance between foveal
centre and the red dot on the fovea shape.

Using the results from Section 3.3.5, the foveal radius rfov can be obtained
by solving the following equation

rfov ·M(rfov)−
∫ rfov

0
M(r)dr = p · Abowl. (3.11)

In this work, a numeric scheme was employed to solve Equation 3.11 for rfov
which consists of a simple bisection algorithm to find the root. This approach
is justified due to the very nature of the expression, because Equation 3.11 will
have exactly one solution in the interval 0 < r < rrim when the percentage p
is between 0 % and 100 %.
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3.4 foveal surface reconstruction

To reconstruct a three-dimensional surface from the obtained parameter sets
for different directions, it is necessary to interpolate model parameters. The
interpolation of model parameters between two fitted directions ϕ1 and ϕ2
allows obtaining parameters for arbitrary angles ϕ1 < ϕ < ϕ2. However,
the commonly used polynomial- or spline-interpolants are not optimal for
two reasons. Firstly, most interpolation methods tend to overshoot in several
situations. That means, to ensure a smooth interpolation function, these
methods might introduce features that are likely not part of the original
dataset. Although, it is unknown how parameters behave in detail in between
modelled directions, empirical tests showed that for a sufficiently small angle-
range ϕ1 and ϕ2, the foveal shapes employ a steady transition. Therefore, it
is a common assumption to make a smooth, monotonic transition between
two values. Secondly, in the fitted circular region, it is required that the
angles ϕ = 0 and ϕ = 2π have the same value and the same derivative. This
provides equal smoothness on the 0-to-2π-angle boundary as in the rest of
the circular region.

Therefore, parameter-sets of angular directions are interpolated with a
monotonic scheme that was introduced by Steffen [68], which was adapted
to be periodic to the first-order derivative. For this, one only has to calculate
the boundary derivatives by assuming that parameter values were padded
periodically.

A comparison that shows the advantage of the periodic Steffen interpola-
tion is given in Figure 3.14 which depicts side-by-side with a non-periodic
spline-interpolation of order 3. For this example, the aim is the interpolation
of five data points (1, 6, 7, 2, 3) which are repeated periodically. The over-
shooting of the spline is clearly visible in the ranges 2 to 3, 4 to 5, and 5 to
6. Opposed to that, the Steffen method presents with a monotonic transi-
tion between data points. Additionally, the periodic adaption of the Steffen
method allows for a smooth transition at data point 6 with continuous first
derivative of the interpolating function.

1 2 3 4 5 6 7 8 9

1

2

3

4

5

6

7

8

Spline

Steffen

Figure 3.14: Comparison of spline interpolation and periodic Steffen interpolation.

This scheme is used to construct four interpolation functions, where each
function represents the angle-dependent course for one parameter. To give
an example: with n fitted directions the single µ1, µ2, . . . , µn are used to
construct the following interpolation function:

µ̃(ϕ) : [0, 2π] 7→ R.

With the model Equation 3.2, the constructed interpolating functions µ̃, σ̃, γ̃
and α̃ and the transformation from polar to Cartesian coordinates, the final
fovea surface can be given as
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F (x, y) = µ̃(ϕ)σ̃(ϕ)2
(

x2 + y2
)γ̃(ϕ)/2

exp
[
−µ̃(ϕ)

(
x2 + y2

)γ̃(ϕ)/2
]
+

α̃(ϕ)

(
1− exp

[
−µ̃(ϕ)

(
x2 + y2

)γ̃(ϕ)/2
])

with ϕ = atan2(y, x). (3.12)

The atan2 function in Equation 3.12 denotes the arc tangents of y/x that
takes into account which quadrant the point (x, y) is in. Both Figure 3.2 and
Figure 3.15 were created using the formula above. While the visualisation
of F is surely very descriptive, the main application of the surface recon-
struction is the computation of foveal characteristics for the whole angular
interval.
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Figure 3.15: Visualisation of a reconstructed foveal surface of a left eye. The three
graphs correspond to each other in a way that the back left edge of the bottom surface
is the top edge of both upper graphs (in the retina this corresponds to the superior
position). In the bottom figure the full foveal surface with its different heights is
illustrated. The upper right illustration is an exploded view which shows the fovea
as if it were cut along important characteristic points. These are from inside out: first
inflection point, rim maximum line, second inflection point and maximum fitting
radius. The upper left part shows a projection of the foveal region boundaries, where
it becomes visible that the different radii, in fact, are varying and the foveal structure
is asymmetric. While in the bottom figure different heights are colour-coded (red
depicts the highest elevations), the top two figures utilise colours to separate different
regions, whereby the colourings in left and right upper graphs correspond to each
other. The front left part of the bottom surface corresponds to the nasal region of
the fovea. This is clearly indicated by a higher elevation (coded in yellow) which is
caused by thickening of the nerve fibre layer towards the optic nerve head.





4
I M P L E M E N TAT I O N

While the last chapter covered mathematics and theoretical details of the
fovea model and its characteristics, the purpose of this chapter is to present
computational details required to implement the procedure. In particular,
we will demonstrate details of the employed algorithms backed by code
examples to ensure that the work can be reproduced or re-implemented in a
different language.

All code in this chapter was tested on an Intel Core i7-5960X cpu with
3.00 GHz and 64 GB RAM running Ubuntu 16.04. Mathematica (Wolfram
Research, Inc., Version 11.3, Champain, IL (2018)) [66] and Java (version
8u152, Oracle Corporation, Redwood City) were used as programming
languages. The complete source code of the modelling algorithm and the
required optical coherence tomography (oct) import library can be found
on the GitHub page of the author.1

4.1 modelling procedure

(1) import OCT data
and meta information

(2) identify RPE and
ILM layers within
the OCT volume

(3) identify foveal center
which has the smallest
distance between RPE

and ILM inside the fovea

(4) interpolate the
difference of ILM

and RPE to obtain a
thickness map that can
be evaluated between
sampled data points

(5) use the retinal
thickness map to

numerically fit several
model functions

around the fovea center

(6) obtain sets of
model parameters

for the fovea that can
be analysed using

foveal characteristics

Figure 4.1: Flowchart of the modelling approach.

Figure 4.1 outlines all required steps to model an oct scan and in the
following, we discuss important steps in detail. As step (1) shows, it is first
necessary to get access to the oct data. For certain devices, this might pose

1 https://github.com/halirutan

37

https://github.com/halirutan
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a problem as permission to work with proprietary formats is not always
granted by manufacturers. Some devices grant access only through their
software and expose no interface to the raw oct data at all. In the case of
the Spectralis SD-OCT (Heidelberg Engineering), however, it was possible
to implement an importer on the basis of a format specification that allowed
for complete access to all acquired scan-, segmentation- and meta-data.

When the oct data is available, step (2) is to identify the inner limiting
membrane (ilm) and retinal pigment epithelium (rpe) layers for each B-scan.
For the Spectralis SD-OCT this step is unnecessary as the software contains
an internal layer segmentation algorithm and the positions of both layers are
included in the data.

The next step (3) is to extract the centre of the fovea within the oct volume.
For this work, we used both an automated and a semi-automated approach
to find the centre. The latter one consists of manually obtaining an initial
guess for the fovea and finding the correct centre through an optimisation
scheme.

The next step (4) is to interpolate the retinal thickness using the foveal
centre as the origin of the interpolated coordinate system. After this, the
model equation can be fitted in arbitrarily many directions in step (5). This is
again an optimisation that targets the difference between model and retinal
thickness and minimises the error of the fit.

Once the model parameters are obtained, the fovea can either be analysed
with the help of the described fovea characteristics, or one can use particular
properties to support a different analysis, e.g. by providing region of interests
or selecting patients depending of foveal properties.

In the following, we discuss several aspects of the modelling steps in detail.

4.2 importing spectralis sd-oct data

The Spectralis SD-OCT device provides a so-called raw data export that
saves scans to a binary format. This feature is only available when the
scientific version of the software is activated and the manual describing the
data format is handed out by Heidelberg Engineering on request.

We have made two implementations available to import Spectralis raw
data files. The first one is written as a Mathematica package that contains
basic functionality for earlier versions of the Spectralis format (version
HSF-OCT-100 and HSF-OCT-101). It provides access to the scanned data, the
layer segmentations and meta-data like scan settings.2

Heidelberg Engineering added several features in newer versions of their
raw export and included, e.g. a superior layer segmentation for many internal
retinal layers and the export of measurement grids (version HSF-OCT-102 or
later). To make the functionality accessible to more researchers, the existing
Mathematica implementation was replaced by a Java library.3

The Java implementation is to be preferred as it grants access to more fea-
tures and does not require the expensive Mathematica system. Nevertheless,
the Java library also includes a Mathematica package and it can directly be
used within the system. While in [10, 69] the Mathematica importer was used
to access oct data, in [70, 71] and for this thesis the Java implementation was
employed.

2 https://github.com/halirutan/HeyexImport
3 https://github.com/halirutan/spectralis-raw-data

https://github.com/halirutan/HeyexImport
https://github.com/halirutan/spectralis-raw-data
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Figure 4.2: Plot of retinal layers as provided by the Spectralis SD-OCT. (a) shows a
plot containing available layers for this particular scan. The coordinate-system of the
provided layers refers to the pixel coordinates in the B-Scan. (b) demonstrates the
projection of the layers into the corresponding B-scan.

4.2.1 Example

As accessing the segmentation layers is the most crucial part, we want to
provide a small example that shows how to use the Java API from within
Mathematica. When using only Java, the approach is similar and examples
can be found in the online source code. Listing 4.1 shows how to obtain
meta-data about the scan, access a B-scan and extract its layer segmentations.

As a prerequisite to load the package in Mathematica, the HSF folder of the
repository needs to be placed in the user’s package folder. All Spectralis

SD-OCT related functions are prefixed with HSF and the code-repository
also contains oct scans that can be used for testing purpose. After loading
the package, Listing 4.1 shows how meta-data, the scanned volume and the
segmented retinal layers can be accessed. The output of the ListLinePlot

in line 11 is shown in Figure 4.2 and the extracted heights of the layers
can directly be combined with the B-Scan using HighlightImage. Since the
modelling works exclusively on the layer segmentations, a few important
points about their properties should be noted:

• The Spectralis SD-OCT might not be able to extract all layers in each B-
scan and even successfully segmented layers might contain invalid sam-
pling points. These invalid segmentation points have a specific value to
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1 << HSF‘;

2 file = "scanWithLayers.vol";

3

4 info = HSFInfo[file];

5 scanNumber = 49;

6 nz = info["SizeZ"];

7 bscan = HSFBScanImage[file, scanNumber];

8 layer = HSFLayerSegmentation[file, scanNumber];

9 layer = DeleteCases[layer, {$HSFInvalid ..}];

10

11 ListLinePlot[Evaluate[nz - # & /@ (Values[layer])],

12 PlotLegends -> Keys[layer], PlotStyle -> ColorData[24],

13 PlotRange -> {Automatic, {150, 300}}]

Listing 4.1: Extracting a B-scan and its layer segmentations from a Spectralis raw
data file.

indicate an error and acquired layers need to be processed accordingly.
In the Java library, there is a public HSFFile.INVALID_FLOAT_VALUE that
indicates an invalid value. This constant can be accessed in Mathe-
matica by using $HSFInvalid. It is to be expected that the borders
of B-scans contain a few invalid values. For layers that could not be
extracted at all, each point contains the invalid constant (we delete
them in line 9).

• The values of the retinal layers are the distance from the top of the
B-Scan image in pixel. To display them correctly, these values need to
be subtracted from number of pixel in this direction. Referring to the
volume scan, this size is given as "SizeZ" in the scan’s meta-data. We
extract this value in line 6 and use it again in line 11.

• The meta-data of the scan is accessed through HSFInfo[file] in line
4 and provides, e.g. information about number of sampling points
and scaling factors for the pixel values to convert data into metric
units. Each B-scan also contains meta-data which can be accessed with
HSFBScanInfo and provides coordinates that map the scan onto the
scanning laser ophthalmology (slo) image.

4.3 interpolation of retinal thickness data

The basis of fitting the model is a retinal thickness map which allows for
accessing the thickness on sampled points inside the scanned region. The
nature of the radial fitting approach, however, requires an interpolating func-
tion fip(x, y) of the thickness map, since radial directions make it necessary
to access thickness values located between sampling points (see Figure 3.2).

The interpolation function fip(x, y) is the basis for the parametric model
fit. To simplify computation, the translation and re-scaling of the coordinate
system will be incorporated into the interpolation. In detail, fip(x, y) is
constructed from the thickness map and has the following properties:

• It re-scales the input values so that x and y are in millimetres instead
of pixel coordinates.

• It re-scales the output values so that fip(x, y) is in millimetres instead
of pixel values.
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• It translates the coordinate system so that fip(0, 0) = 0 represents the
centre of the foveal pit and shifts the values to minimal central retinal
thickness in the fovea (crtmin) so that the centre has a height of zero.

The centre of the foveal pit needs to be extracted either by manual inspec-
tion or an automatic algorithm. For oct scans of sufficient quality, a global
minimum search inside the central region returns correct foveal centres in
most cases and we discuss this topic in the next section.

The scaling in B- and C-scan direction can be retrieved from the oct as
shown in line 6 of Listing 4.1. Such a conversion is necessary, because the oct

device moves to a different A-Scan position by deviating the laser a certain
amount. However, experimenters are interested in the metric distance on
the retina between neighbouring A-scans. The Spectralis SD-OCT provides
this information in the file header of the scan as the values of "ScaleX" and
"Distance".

Before the interpolation, the thickness map is constructed by subtracting
the ilm layer matrix from the rpe layer matrix and translating all values by
the thickness at the foveal centre. The final construction of the interpolat-
ing function in Mathematica is shown in Listing 4.2 which takes the retinal
thickness map, the position of the foveal centre and the scaling-factors as
arguments.

1 interpolateFovea[data_, {cy_, cx_}, {sy_, sx_}] := Module[{nx, ny},

2 {ny, nx} = Dimensions[data];

3 ListInterpolation[

4 data,

5 {sy ({1, ny} - cy), sx ({1, nx} - cx)},

6 Method -> "Spline"

7 ]

8 ];

Listing 4.2: Construction of an interpolating function for the retinal thickness.
Through its arguments, it can incorporate the correct scaling to metric units and it
translates the origin of the function to the centre of the fovea.

Figure 4.3 shows a plot of such an interpolated thickness map that was
constructed from an oct scan. The visible noise and the B-scan lines from
left to right in the original oct data underline why a direct quantification of
the data is difficult without either heavy preprocessing or, like in the case of
the work here, fitting a smooth model.

Figure 4.3: Surface of the interpolated retinal thickness map acquired from an oct

scan.
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4.4 extracting the foveal centre

Assuming that the common fovea has the shape of a pit, we are interested in
the position of minimal retinal thickness inside the pit. Finding the centre
completely automatically, however, can be tricky, because regions outside the
foveal area might possess a retinal thickness that is below the value inside
the foveal pit. Therefore, it is required to restrict the search region to the part
where the fovea resides. Additionally, the noise in the scan might introduce
local minima and the thickness data should be smoothed before searching
for the minimum.

Here, we propose two different ways that work on foveal oct scans of
sufficient quality. The first method starts by calculating the thickness map as
shown in the previous section. The next step is to smooth-out the noise by
applying a Gaussian filter of sufficient radius which should take into account
that the scanned data is usually anisotropic, i.e. the B-scan direction has a
finer sampling than the C-scan direction. Finally, a simple loop is used to
iterate over the central 50 % of scanned region to find the position with the
minimal thickness value. This method works well on many datasets if no
other information than the retinal thickness is available.

The second method uses a better initial estimate of the fovea position and
has been proven to work reliably in a large set of over 900 oct scans employed
for a currently unpublished study. Recent versions of the Spectralis SD-
OCT file format support measurement grids to provide insight into the
retinal thickness of different sectors of the fovea4. The grid is automatically
positioned close to the foveal centre but with varying accuracy. However, the
location can serve as an initial estimate of the foveal position.

To employ the grid coordinates, further processing is necessary as the
coordinate system of the grid and the B-scans and their layer segmentations
refer to the coordinate-system of the slo image. Therefore, to map the centre
of the grid into the thickness matrix, the transformation of the scanned area
needs to be calculated by extracting the coordinates of the B-scans from the
meta-data and computing the underlying rigid transformation.

By interpolating the smoothed retinal thickness matrix, the NMinimize

function of Mathematica can be used to (1) automatically search for the
minimum without an explicit loop, (2) restrict the search area to a circle
around the grid position and (3) set the initial starting point to the centre of
the grid.

4.5 numerical estimation of model parameters

Fitting the model onto an oct dataset is an optimisation problem with the
objective to minimise a certain distance between the model function and
the retinal thickness data. The fitting procedure will find model parameters
along one particular direction ϕ from the foveal centre outwards up to a
radius rmax.

The distance- or target-function to be optimised is the integral over the
squared errors with the constrains that the found values for the parameters
are restricted to their valid ranges. Given the interpolation of the thickness

4 One particular grid, the EDTRS grid, was explained in Section 2.1.1.1
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map fip(x, y), an arbitrary angle 0 ≤ ϕ < 2π which defines the radial
direction of the fit, and the fitting radius rmax, the target function is given by

min
µ,σ,γ,α

∫ rmax

0

(
fip(r cos(ϕ), r sin(ϕ))−M(r; µ, σ, γ, α)

)2 dr

subject to 0 < µ ≤ 12, 0 < σ < 2, 1 < γ < 10, −1 < α < 1.
(4.1)

The constraints in Equation 4.1 are a combination of theoretical considerations
as pointed out in Section 3.2 and practical experiences from numerous
successful model fits. While, theoretically, e.g. only µ > 0 is required,
the upper bound helps to speed up the minimisation algorithm which
takes constrains into account to adjust the search space. However, note
that compared to the original publication [10], the parameter ranges were
extended to some degree to allow for a wider range of possible foveal shapes.

To determine the solution of Equation 4.1, a discretised version of the
integral was used with the Differential Evolution (de) optimisation [72],
which is one of the underlying algorithms in Mathematica’s NMinimize routine
(see Section 4.6.1 for details). The fitting step is repeated to calculate a
parameter set for every desired radial direction around the foveal centre.
The angle between each fitted direction is completely arbitrary, but smaller
angles increase the number of directions, by this enhancing the resolution of
the three-dimensional reconstruction.

In the numerical approximation of Equation 4.1, the interpolating function
fip is not accessed directly. Rather, it is sampled in one direction ϕ returning
a list of radius-values and corresponding fip values as shown in Listing 4.3.
This approach has the advantage that the interpolating function is not re-
quired during the optimisation procedure and needs to be accessed only
once during sampling.

1 getTargetFuncPoints[phi_, fovea_, rEnd_, nSamplingPoints_] := Transpose[

2 Table[

3 {r, fovea[r * Sin[phi], r * Cos[phi]]},

4 {r, 0, rEnd, N[rEnd / (nSamplingPoints - 1)]}

5 ]

6 ];

7

8 model[m_, s_, g_, a_, r_] := (r^g*m*s^2)*Exp[-r^g*m] + a (1 - Exp[-r^g*m]);

9 rmsModel[m_, s_, g_, a_, rPts_, fovPts_] :=

10 Sqrt[Mean[(model[m, s, g, a, rPts] - fovPts)^2]]

Listing 4.3: Sampling of fip in one direction ϕ (line 1 to 6). The arguments of
getTargetFuncPoints are the desired direction ϕ, the interpolated thickness map fip,
rmax and the number of requested sampling points along the direction. The returned
sampling points are employed in rmsModel to calculate the rms for the model with
parameters m, s, g, and a.

The final implementation of the fovea modelling provides more features
to parallelise the fitting in different directions, adjust initial optimisation
parameters for accuracy and speed, and to process oct scans automatically.
However, the sampling and the target-function containing rmsModel are at
the very core of the procedure and we can use artificial data to show a
complete fit.
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4.5.1 Example

Assuming the functions model and rmsModel are defined as above, we can
create an artificial example of noisy foveal shape data using known model
parameters and fit the model. Although it does not resemble the original
fluctuations in the retinal layers which are introduced by a combination of
oct noise and errors in the layer segmentation algorithm of the device, we
will use an additive, uniformly distributed noise term in the example below.

1 With[{m = 1.3, s = 0.6, g = 1.67, a = 0.125},

2 data = Table[

3 {r, model[m, s, g, a, r] + RandomReal[{-.01, .01}]},

4 {r, 0, 3, 0.01}

5 ]

6 ];

7

8 With[{d = Transpose@data},

9 callTargetFunc[args__?NumericQ] := rmsModel[args, d[[1]], d[[2]]]

10 ]

11

12 NMinimize[{

13 callTargetFunc[mu, sigma, gamma, alpha],

14 And[0 < mu < 12, 0 < sigma < 2, 1 < gamma < 10, -1 < alpha < 1]},

15 {mu, sigma, gamma, alpha},

16 Method -> "DifferentialEvolution"

17 ]

18

19 (*
20 {0.00570828,

21 {mu -> 1.30393, sigma -> 0.601235, gamma -> 1.66197, alpha -> 0.124728}}

22 *)

Listing 4.4: Minimal example of fitting the model equation using de. The noisy data

simulates the sampled retinal thickness from the oct scan and is created by using
the model with the parameters µ = 1.3, σ = 0.6, γ = 1.67 and α = 0.125 and adding
random noise. A target function is constructed which employs the rms and is then
used in the optimisation procedure. The resulting rms and the estimated model
parameters are given in the lines 20 and 21 respectively.

In Listing 4.4, the first code-block creates the sampled, noisy foveal shape
from known model parameters. In the second block, we define the target
function that takes a sequence of parameter values args and calculates the
rms of the differences between the model with these parameters and the
sampled shape.

The definition of the target function in lines 8 to 10 contains two crucial
parts. First, the arguments of callTargetFunc are guarded by NumericQ to
make the function only applicable if numeric values are provided. This
is important to prevent the NMinimize call from evaluating it symbolically.
Secondly, the data is transposed to the form {{r1, r2, . . .}, {v1, v2, . . .}}, where
ri are the radii values and vi are corresponding foveal shape values. This
structure change is necessary to employ optimised vector instructions in
the call to rmsModel which works on lists rather than performing an explicit
iteration over the values to calculate the rms. In Section 4.6.2, we will discuss
this matter in greater detail.

The last block calls NMinimize to find the best fitting model parameters for
the data and the last comment shows the result which has the rms as its first
element.
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Figure 4.4: Result of the example fit from Listing 4.4.

As expected with such an artificial example, the found model parameters
represent the defined values accurately. In addition to the numeric results,
Figure 4.4 shows a plot of the example-data and the fitted model function.

For real oct data, the fit shown above is executed for different directions.
The case which is displayed in Figure 3.2 results in eight parameter sets. The
sampling directions which were fitted are 0, π

4 , 2π
4 , . . . , 7π

4 , where each fit is
represented by separate values for µ, σ, γ and α.

4.6 performance considerations

4.6.1 Differential Evolution optimisation

The de algorithm optimises a problem by maintaining a set of initial agents.
The agents are points in the parameter space and represent solution candi-
dates that are improved during the iterations of the algorithm. In the case of
the fovea model, an agent is a tuple µ, σ, γ, α and during each de-iteration,
its position in the parameter space is recalculated by combining the positions
of three, randomly selected other agents in a certain manner (for details, we
refer to [72]). When the new position leads to an improvement, the agent
is assigned the new parameter set. When one of the agents has reached a
solution of sufficient quality or when the number of iterations exceeds a par-
ticular value, the algorithm returns the parameter set of the most successful
agent.

Evidently the positions of the initial agents in the parameter space have
influence on the convergence-speed of the algorithm. It needs to be ensured
that initial points are valid regarding the parameter restrictions provided,
and they should sample the whole parameter space. However, during the
modelling of a large set of oct scans, the model parameters of previous
calculations can serve as additional initial agents for subsequent runs of the
procedure. Since common foveal shapes occupy only a sub-region of the
parameter space, this can lead to an improvement as fewer iterations are
required to achieve a solution of sufficient quality.

Figure 4.5 shows the example from Section 4.5 where explicit initial points
for the de-algorithm were chosen. The coloured points are the positions of
the de-agents for the parameters µ and σ. In the first row of this figure, 20

random points are used as initial agents and after 10 iterations, none of the
final agents (shown in red) resemble the exact solution to a sufficient degree.
In the second row, five of the random points were replaced by points near
the final solution which ensures that (a) the de-algorithm is guided to some
degree and (b) the parameter space is still sampled sufficiently to allow for
extreme shapes. As Figure 4.5d shows, even after 10 iterations, a sufficient
number of agents have already converged close to the exact solution. In fact,
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Figure 4.5: Convergence of de after 10 iterations (from purple to red) of the parameters
µ and σ. The gray cross-hairs indicates the position of the exact solution. (a) shows
the positions of the 20 randomly chosen points. In (b), the progression during the
iterations can be observed. Even in the later iterations (red), many agents are still
not close to the desired solution. (c) shows 15 randomly chosen points and 5 points
that are near the desired solution. Evidently, (d) shows that agents are closer to the
solution after 10 iterations.

while the remaining optimisation error is 0.0233 for Figure 4.5b, it is with
0.0158 notably smaller for Figure 4.5d.

To improve the convergence of the de-algorithm further, hybrid approaches
have been suggested that include a fast, local optimisation step in each
iteration to improve the position of the agents [73]. When such a local
optimisation step is included, the remaining error of the example from
Figure 4.5d drops to 0.0058 after 10 iterations.

In summary, if parameters of similar foveal shapes are available, including
them in the list of initial points in addition to the random agents can help
the de to find better solution candidates in fewer iterations. Furthermore, we
advise to improve the global optimisation by including a local search after
each iteration. Both suggestions might notably improve the accuracy of the
sought solution after a fixed number of iterations.
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4.6.2 Parallelisation on different levels

Today, even normal desktop machines have several physical central process-
ing unit (cpu) cores available and many modern cpus include extensions for
vectorised computation. The nature of the presented modelling procedure
allows for parallelisation on different levels. First, the fitting of the model
function in several directions is independent from one another and each fit
can run as a separated computation. The changes in the implementation are
minimal apart from assigning each fit its own computational thread. For this
reason, such parallelisation is often referred to as embarrassingly parallel
problem [74]. Most of the modern programming languages offer ways to
employ this kind of parallelisation. For C++ two prominent frameworks are
OpenMP5 and the Threading Building Blocks6 which provide advanced
features but also allow for such a direct parallelisation.

Mathematica provides the Parallel Computing Tools7 but there, the paral-
lelisation is more expensive because Mathematica, as an interpreted language,
maintains a computational kernel with all definitions for the current session.
When a parallel task is employed, subkernels are started and each parallel
task runs on its own, independent subkernel. This, however, requires that
all necessary function definitions and data are transferred to the subkernel
which can lead to performance bottlenecks when large chunks of data need
to be sent between the main computational kernel and the subkernels for
input or output. For the modelling here this is of no major concern since only
the vector of sampled oct thicknesses for the current direction is required on
each subkernel and the parameter set for the fitted foveal shape is the sole
return value that needs to be transferred back to the main kernel. Therefore, a
first step in improving the performance is to distribute the fitting of different
foveal directions to different threads which run in parallel.

But even with distributed fitting, there is still room for improvement.
As shown in the previous section, the de-algorithm updates the solution
candidates, i.e. agents, by constantly recalculating the rms on new position in
the parameter space. We chose the target function to be the rms between the
sampled oct retinal thickness and the fovea model evaluated on the sampling
points. In the sequential de algorithm, the most expensive calculation is the
repeated evaluation of the rms for different values of µ, σ, γ, and α for all
agents in every iteration.

The rms-calculation consists of computing the squared distance between
model and oct measurement for each sampling point, calculating the mean
of the values and finally the square-root of the result. Instead of calculating
the squared distances with an iteration point by point, modern computer ar-
chitectures provide vector instructions which are optimised for performance.
This form of parallelisation is commonly referred to as single-instruction,
multiple data (simd) in which the same operation is calculated independently
on several data elements using special vector processing units of today’s hard-
ware. Many programming languages expose such features either through
libraries or they support such operations natively. In C++, libraries like the
Intel Integrated Performance Primitives (ipp)8 or the Intel Math Kernel Li-
brary (mkl)9 offer a large variety of highly optimised, mathematical functions

5 https://www.openmp.org/
6 https://www.threadingbuildingblocks.org/
7 https://reference.wolfram.com/language/ParallelTools/tutorial/Overview.html
8 https://software.intel.com/en-us/intel-ipp
9 https://software.intel.com/en-us/mkl

https://www.openmp.org/
https://www.threadingbuildingblocks.org/
https://reference.wolfram.com/language/ParallelTools/tutorial/Overview.html
https://software.intel.com/en-us/intel-ipp
https://software.intel.com/en-us/mkl
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that work on vector arguments. OpenMP also contains specific directives to
employ simd parallelisation.

Mathematica has support for vector operations and functional programming
paradigms built into the language. Many mathematical functions are listable
and can take arbitrary tensors as input and perform the calculation by
applying the function on the elements of the tensor. For machine precision
numbers, such operations are internally optimised and use libraries like ipp

or mkl to offer vectorised evaluation.10

In Listing 4.3, we have already seen how to employ the listability of
numerical functions in the definition of rmsModel for calculating the squared
differences between the model and oct sampling points. There, the sampled
points fovPts and the sampling radii rPts are vectors of numbers and the
vector of squared differences is calculated without an explicit iteration by
using the lists as arguments instead of single numbers.

1 model[m_, s_, g_, a_, r_] :=

2 (r^g * m * s^2) * Exp[-r^g * m] + a (1 - Exp[-r^g * m]);

3

4 (* RMS that natively works on tensors *)

5 rmsModel[m_, s_, g_, a_, rPts_, fovPts_] :=

6 Sqrt[Mean[(model[m, s, g, a, rPts] - fovPts)^2]];

7

8 (* RMS implementation with explicit iteration *)

9 rmsModelIter[m_, s_, g_, a_, rPts_, fovPts_] := Module[

10 {

11 sqrDiff = 0.0

12 },

13 Do[

14 sqrDiff += (model[m, s, g, a, rPts[[i]]] - fovPts[[i]])^2,

15 {i, Length[rPts]}

16 ];

17 Sqrt[sqrDiff / Length[rPts]]

18 ];

19

20 (* Creating 10^6 sampling points for speed-test *)

21 n = 10^6;

22 {mu, sigma, gamma, alpha} = {1.0, 0.5, 2.0, .1};

23 rPts = Range[0, 3, 3.0/(n - 1)];

24 fovPts = model[mu, sigma, gamma, alpha, rPts];

25

26 AbsoluteTiming[rmsModel[mu, sigma, gamma, alpha, rPts, fovPts]]

27 AbsoluteTiming[rmsModelIter[mu, sigma, gamma, alpha, rPts, fovPts]]

Listing 4.5: Comparison of rms calculation performance. The first implementation
(lines 4 to 6) employs listable operations, while the second one (lines 8 to 18) uses an ex-
plicit iteration over the elements. For 106 sample points, the iterative implementation
rmsModelIter needs 6.053 s to finish, while rmsModel needs only 0.024 s.

Listing 4.5 compares the performance of this implementation with a ver-
sion of the rms that is computed using an explicit loop to iterate over the
elements. The runtime over 10

6 sampling points for the loop implementation
is 6.053 s, while the rmsModel function only needs 0.024 s. The rmsModel

implementation is not only about 250 times faster and easier to understand,
it is also more accurate because the Mean function employs a compensated
summation which does not exhibit the numerical errors of a forward sum-
mation [75].

To conclude: For prototyping and testing, the above considerations about
performance are of secondary nature. However, if the goal is to model a

10 https://support.wolfram.com/kb/39353

https://support.wolfram.com/kb/39353
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large set of oct scans or to implement a program which can model foveae
in real-time, a careful profiling of performance bottlenecks is required to
apply optimisation at the right places. In this section, we presented thread
parallelisation and vectorisation techniques for the cpu. However, today’s
graphics hardware offers a wide range of parallelisation possibilities and
allows for the usage of several thousand processors. Computing frameworks
like CUDA or OpenCL provide user-friendly application programming inter-
faces (apis) to access the underlying hardware capabilities, and bindings for
several programming languages exists. Although it was not evaluated in the
scope of this work, the fovea modelling might benefit from such a massive
parallelisation.





5
R E S U LT S A N D D I S C U S S I O N O F A P P L I C AT I O N S

In this chapter, we want to look at different applications of the fovea model.
We start by presenting the results of the initial feasibility study that showed
the successful application of the fovea model on a large dataset of optical
coherence tomography (oct) scans [10]. This will be followed by the results
of a detailed study that aimed to uncover properties of the foveal character-
istics, their asymmetries and correlations regarding, e.g. eye position and
gender [69]. In Wagner et al. [70], we analysed properties of the choroid
boundary and used the fovea model to calculate anatomical regions of in-
terest. Finally, the model was used in Frey et al. [71] to calculate the model
parameters for an average fovea based on the results of Scheibe et al. [69].
The calculated parameters were then used to select an oct scan that closely
matches the average fovea, and employ it in a light-ray simulation. Finally,
in unpublished work that is currently in preparation, we modelled the deep,
funnel-like foveae of kestrels to investigate in the development of these
exceptionally interesting structures.

All studies in the next sections that base on human subjects followed the
tenets of the Declaration of Helsinki for the use of human subjects. Details
about the experimental setup and biological discussions can be found in the
corresponding publications. In the following, we concentrate on results and
discussions of the modelling and foveal characteristics.

5.1 feasibility study
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Figure 5.1: Histogram of fitting errors. The errors are Gamma-distributed with a
mean of 1.40 µm. The maximum of the distribution is located at 0.684 µm.

In a first feasibility study, we applied the model approach presented here on
a large set of human oct scans and calculated basic fovea characteristics [10].
The goal was to gain insight into the behaviour and quality of the fovea model.
Therefore, we used a database of 460 oct scans and dismissed 28 where
either the quality of the scan or the retinal pigment epithelium (rpe)/inner
limiting membrane (ilm) segmentation turned out to be insufficient. For
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Parameter Mean Standard deviation

µ 1.28 0.290

σ 0.471 0.0649

γ 1.69 0.243

α 0.0586 0.0452

Table 5.1: The mean and standard deviation of the model parameters found in 5184

fits.

the remaining 432 datasets, 12 directions (equally distributed in π/6 steps)
were modelled with a fit radius rmax of 2 mm each, and therefore exactly
432× 12 = 5184 fits were carried out.

In Figure 5.1 the distribution of the root mean square (rms) of all fits is
depicted. The mean of this distribution is 1.40 µm with a standard devia-
tion of 1.002 µm. Compared to the mean retinal thickness of 231± 19 µm
for the right eye and 230± 19 µm for the left eye that was measured by
the Spectralis SD-OCT (Heidelberg Engineering), the error of 1.40 µm is
negligible.

Table 5.1 shows statistical values of the parameters present in the model
and describes the mean fovea shape of the population investigated. Note
that, due to the distinct influence of each parameter on the profile of the
model, the standard deviations cannot directly be compared.

The most likely error source of the method is the oct acquisition procedure,
because most artefacts appearing are measurement inaccuracies, caused by
the technician during the oct scan acquisition. The following list provides a
detailed explanation of all errors found in the 28 dismissed scans:

• During the measurement, the technician aims to keep the laser at the
right distance to the retina. This adjustment has to be done manually
and failed in 14 cases. The result is a horizontal cropping at the top of
the scan, which appears as sharp cut-off in the final oct scan.

• In an optimal measurement, the laser is centred in the pupil plane to
maximise the light intensity reaching the retina. When the technician
does not recentre the laser optimally, a vertical cropping of the scan
occurs. The final oct scan is then affected by two artefacts: primarily,
the scan appears slanted to one side, and, if not corrected at this point,
a gradual fading towards the edge of the scan occurs. 7 datasets were
affected by this error.

• When the subject does not fixate centrally, the measured region has to
be adjusted by the technician to map the foveal region of interest. If the
technician fails to carry out this manual re-mapping, a different area
of the retina is scanned, and the fovea is not centred in the final oct

dataset. With a de-centred fovea, insufficient data is available in some
directions, and the model fit cannot be carried out. This has occurred
in 4 datasets.

• In subjects where the vitreous body is retracted, a second bright line
appears in the oct scan, somewhat parallel to the retina. This line
is falsely detected as ilm by the Spectralis SD-OCT segmentation
software, and renders a model fit impossible. This has occurred in 3

cases.
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Another potential source of error is the retina layer detection algorithm
of the Spectralis SD-OCT on boundary regions. Although the software
extracted the layer data reliably for most parts of the scanned volume, near
the boundary a few data points were missing in examined patient scans.
Therefore, one should include a safety margin instead of fitting the model
for the whole extent of the scanned area to ensure that the procedure uses
correctly identified rpe/ilm data only. Although the above errors are not
related to the model procedure, they might have a severe impact on the
overall success of the approach.

Finally, Figure 5.2 shows the central slice of a region extended beyond the
modelled area. The red line depicts the model function with the calculated
parameters for this specific fovea. Noteworthy, only the solid line represents
the region fitted, while the dashed part shows a strikingly good accordance
with the real retinal surface even outside the modelled area. However,
one should always be aware that areas outside the fitted regions are an
extrapolation and should not be used without verification.

Figure 5.2: Projection of the modelled fovea into the appropriate image plane of the
original oct scan. The solid line indicates the 5 mm central region used for fitting the
model. The dashed line represents an extrapolation of the model function outside the
fitted region.

In summary, this work showed that the presented model allows a detailed
three-dimensional analysis of the fovea, additionally to an exact mathematical
calculation of all relevant parameters, which describe the foveal structure
and its asymmetry. By applying this model, a few defined parameters can be
used to compare individual foveal profiles.

5.2 foveal characteristics and the asymmetry of the foveal

pit

In a second publication, we aimed to investigate the foveal properties of
subjects from a study that fulfilled certain requirements regarding patient
health, gender and age distribution [69]. For this, 220 strictly controlled
Caucasian subjects of European descent were employed [76]. From the 220

patients both eyes were scanned, but 31 oct scans needed to be discarded
for bad quality and therefore, 409 oct scans were analysed. For 19 subjects
only the right scan and for 12 subjects only the left scan was available and,
therefore, the analysis employed 208 right and 201 left eyes.

The data presented are based on 109 men and 111 women aged 21 years
to 77 years with a mean/SD of 43± 13 years and 44± 14 years respectively.
The men and women were within the following age decade brackets: 20

year-decade: 25 men and 25 women, 30 year-decade: 21 men and 18 women,
40 year-decade: 29 men and 28 women, 50 year-decade: 19 men and 22
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women, 60 year-decade: 12 men and 16 women, and 70 year-decade: 3 men
and 2 women.

The refractive error was distributed in a range of −9 D to 6 D with a
mean/SD for men of −1.04± 2.24 D and women of −0.631± 2.250 D. Women
and men showed no significant differences in ametropia (p = .108). Re-
fraction was quantified based on the sphere obtained during best corrected
subjective refraction. This spherical refractive error was more hyperopic as
expected with age (men: r = 0.321, p < .001, women: r = 0.39, p < .001).
Axial length was distributed between 20.8 mm to 27.6 mm with a mean/SD of
24.30± 1.02 mm for men and 23.40± 1.01 mm for women. A more detailed
statistic of the sampled eyes’ properties can be found in Table 5.2.

eye age AL BCVA SE S

right 42.6± 13.6 23.8± 1.12 −0.119± 0.0862 −0.523± 2.18 −0.823± 2.24

left 42.7± 13.6 23.8± 1.13 −0.125± 0.0774 −0.553± 2.19 −0.824± 2.23

Table 5.2: Properties of subjects’ right and left eyes given as mean and standard-
deviation. The table shows age (in years), axial length (AL in mm), best corrected
visual acuity, which is the visual acuity in logMAR achieved with the optimal
refractive correction in place (BCVA in logMar), spherical equivalent (SE in D) and
sphere (S in D).

All datasets were captured with a Spectralis SD-OCT (Heidelberg Engi-
neering) where each volume scan consisted of 97 B-scans with 512 A-scans
per B-scan and 496 sample points per A-scan. For each oct scan, an an-
gle of 20° in both, x- and y-direction was used. The resulting exact metric
dimension in x- and y-direction depends on the subject’s specific eye pa-
rameters, but each dataset represents a scanned volume of approximately
6 mm× 6 mm× 1.92 mm. The correct oct image magnification was calcu-
lated, taking into account the subject’s anterior corneal radius (mean of steep
and flat meridian) and the focus obtained during measurement. These values
were used to follow the approach given in the work of Garway-Heath et al.
[77].

5.2.1 Fovea modeling

For each eye 40 equally angular distributed radial fovea fits were calculated,
resulting in a total of 16 360 foveal model shapes. The overall rms fit error was
3.01± 1.09 µm. Based on the model-parameters µ, σ, γ, and α, the following
foveal characteristics were investigated

1. maximum hight on the foveal rim (see Section 3.3.2)

2. maximum foveal slope (see Section 3.3.3)

3. central foveal subfield thickness (cfst) (see Section 3.3.4)

4. area inside the foveal bowl (see Section 3.3.5)

5. foveal radius (see Section 3.3.7)

Table 5.3 shows the mean/SD values of all obtained model parameters and
foveal characteristics. For each presented property the median value of all
fitted 40 directions and the values in four anatomical directions are given (i.e.
nasal, temporal, inferior and superior). Additionally, each row is divided
into right and left eye to make a direct comparison possible. Finally, the table
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is divided into three large blocks separately showing the groups: all subjects,
male subjects and female subjects. In addition to Table 5.3, mean/SD values
of cfst and minimal central retinal thickness in the fovea (crtmin) split by
gender and eye position are given in Table 5.4.

model parameters foveal characteristics

µ σ γ α slope [°] Abowl [mm2] rfov [mm] hrim [µm]

all subjects

median
r 1.26± 0.185 0.472± 0.0378 1.68± 0.195 0.0610± 0.0319 11.5± 2.11 0.0537± 0.0130 0.874± 0.0772 357± 15.6

l 1.26± 0.183 0.470± 0.0344 1.68± 0.190 0.0628± 0.0294 11.5± 2.10 0.0539± 0.0129 0.879± 0.0752 357± 15.6

nasal
r 1.10± 0.302 0.469± 0.113 1.67± 0.235 0.0593± 0.114 10.6± 2.04 0.0628± 0.0153 1.00± 0.110 360± 16.0

l 1.19± 0.341 0.450± 0.0839 1.68± 0.224 0.0742± 0.0525 10.9± 2.09 0.0616± 0.0153 0.975± 0.108 361± 16.2

temporal
r 1.23± 0.271 0.451± 0.0550 1.66± 0.212 0.0518± 0.0361 10.1± 2.13 0.0486± 0.0127 0.894± 0.0933 342± 15.8

l 1.14± 0.241 0.468± 0.0866 1.66± 0.223 0.0392± 0.0837 9.81± 2.00 0.0499± 0.0132 0.920± 0.0933 342± 15.6

inferior
r 1.30± 0.249 0.512± 0.0671 1.63± 0.204 0.0421± 0.0531 12.3± 2.29 0.0508± 0.0130 0.826± 0.0803 357± 16.3

l 1.28± 0.240 0.516± 0.0638 1.63± 0.228 0.0396± 0.0511 12.3± 2.22 0.0506± 0.0127 0.827± 0.0784 357± 16.2

superior
r 1.43± 0.249 0.470± 0.0431 1.74± 0.220 0.0721± 0.0306 12.7± 2.30 0.0549± 0.0137 0.837± 0.0822 362± 16.5

l 1.43± 0.244 0.466± 0.0439 1.74± 0.196 0.0747± 0.0328 12.6± 2.37 0.0554± 0.0135 0.843± 0.0773 363± 16.5

male

median
r 1.26± 0.194 0.484± 0.0410 1.62± 0.177 0.0562± 0.0345 11.8± 2.16 0.0523± 0.0124 0.861± 0.0809 360± 14.7

l 1.26± 0.195 0.482± 0.0328 1.62± 0.171 0.0593± 0.0308 11.8± 2.03 0.0528± 0.0125 0.864± 0.0778 360± 15.1

nasal
r 1.07± 0.312 0.494± 0.142 1.60± 0.220 0.0419± 0.154 10.8± 2.16 0.0613± 0.0145 0.993± 0.104 363± 15.6

l 1.19± 0.399 0.464± 0.0927 1.62± 0.216 0.0693± 0.0526 11.2± 2.03 0.0605± 0.0148 0.966± 0.106 365± 16.3

temporal
r 1.24± 0.314 0.459± 0.0667 1.62± 0.210 0.0481± 0.0387 10.3± 2.16 0.0475± 0.0127 0.884± 0.105 345± 15.1

l 1.14± 0.275 0.486± 0.102 1.60± 0.212 0.0290± 0.109 10.1± 1.97 0.0490± 0.0129 0.905± 0.0998 346± 14.8

inferior
r 1.29± 0.265 0.531± 0.0774 1.58± 0.200 0.0321± 0.0640 12.6± 2.39 0.0494± 0.0124 0.813± 0.0806 361± 15.7

l 1.28± 0.263 0.530± 0.0638 1.56± 0.211 0.0330± 0.0559 12.6± 2.16 0.0490± 0.0124 0.813± 0.0837 360± 15.6

superior
r 1.46± 0.243 0.477± 0.0437 1.70± 0.194 0.0692± 0.0308 12.9± 2.28 0.0528± 0.0128 0.816± 0.0800 364± 15.4

l 1.44± 0.244 0.474± 0.0431 1.70± 0.182 0.0723± 0.0324 12.9± 2.29 0.0542± 0.0129 0.829± 0.0783 366± 15.2

female

median
r 1.26± 0.176 0.460± 0.0294 1.73± 0.198 0.0659± 0.0282 11.3± 2.04 0.0552± 0.0135 0.887± 0.0712 354± 15.9

l 1.26± 0.171 0.457± 0.0317 1.74± 0.192 0.0664± 0.0275 11.3± 2.14 0.0550± 0.0133 0.893± 0.0699 354± 15.7

nasal
r 1.13± 0.289 0.444± 0.0654 1.75± 0.228 0.0771± 0.0413 10.5± 1.90 0.0643± 0.0159 1.01± 0.117 357± 15.7

l 1.19± 0.270 0.435± 0.0713 1.75± 0.217 0.0793± 0.0522 10.7± 2.13 0.0626± 0.0159 0.985± 0.111 357± 15.4

temporal
r 1.21± 0.220 0.443± 0.0387 1.71± 0.205 0.0557± 0.0330 9.91± 2.08 0.0497± 0.0126 0.905± 0.0784 339± 15.9

l 1.13± 0.202 0.449± 0.0620 1.72± 0.220 0.0498± 0.0426 9.51± 2.00 0.0509± 0.0134 0.935± 0.0840 339± 15.7

inferior
r 1.31± 0.233 0.493± 0.0480 1.69± 0.192 0.0523± 0.0367 11.9± 2.14 0.0522± 0.0135 0.838± 0.0783 354± 16.1

l 1.28± 0.216 0.502± 0.0609 1.69± 0.227 0.0465± 0.0449 11.9± 2.23 0.0522± 0.0130 0.842± 0.0701 354± 16.3

superior
r 1.40± 0.253 0.463± 0.0416 1.78± 0.237 0.0750± 0.0303 12.4± 2.29 0.0570± 0.0143 0.859± 0.0792 359± 17.3

l 1.42± 0.245 0.457± 0.0433 1.78± 0.202 0.0772± 0.0331 12.3± 2.43 0.0567± 0.0140 0.858± 0.0737 360± 17.4

Table 5.3: Calculated model parameters and foveal characteristics grouped by gender
and divided into main anatomical directions. The values in the table show the mean
and the standard deviation over all subjects in the specified group. The rows of
the table are split into three main groups which are (1) all, (2) male and (3) female
subjects. For each mentioned group, model parameters and foveal characteristics are
given by a median value of the 40 fitted directions or by a value in one of the four
anatomical directions (nasal, temporal, inferior and superior). Furthermore, each row
contains values of left and right eyes separately. For every entry in the table, the
mean and the standard deviation is given. While the model parameters are unit-less,
the used units for foveal slope, bowl area, radius and rim height can be found in the
table heading.

Figure 5.3 shows examples of foveae that exhibit extreme values in par-
ticular foveal characteristics. The selected oct images are the central scans
through the fovea and show the nasal and temporal direction. The mean
value of both directions was taken to select examples that possess the largest
and smallest values in the specific characteristic. The single images show
the following characteristics: 5.3a and 5.3b foveal slope with 5.1° and 16.9°
respectively, 5.3c and 5.3d foveal bowl area with 0.025 mm2 and 0.098 mm2 re-
spectively, 5.3e and 5.3f foveal radius with 0.72 mm and 1.23 mm respectively,
and 5.3g and 5.3h foveal rim height with 290.4 µm and 392.8 µm respectively.

In the following sections, the data presented in summarised form in
Table 5.3 and Table 5.4, will be combined and discussed in different ways to
illustrate inter-relationships.
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(a) flat foveal slope (b) steep foveal slope

(c) small foveal bowl area (d) large foveal bowl area

(e) small foveal radius (f) large foveal radius

(g) small foveal rim height (h) large foveal rim height

Figure 5.3: Selected oct scans to illustrate extreme foveal characteristics. While the
left column displays minimal values, the right column shows maximal values of the
specified characteristic. From first to last row the pairs demonstrate extreme examples
for foveal slope, bowl area, radius and rim height respectively. Each image shows
the central oct scan through the fovea. The mean values (from nasal and temporal
direction depicted) of the shown fovea are: for the foveal slope (a) 5.1° and (b) 16.9°,
for the foveal bowl area (c) 0.025 mm2 and (d) 0.098 mm2, for the foveal radius (e)
0.72 mm and (f) 1.23 mm and for the foveal rim height (g) 290.4 µm and (h) 392.8 µm.
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5.2.2 Correlation between right and left eye

One compelling topic is the correlation between a subject’s right and left eye.
Regarding a specific research question, it would theoretically be possible to
double a studies’ sample size by using both eyes of a subject in an analysis.
Yet, can these eyes be regarded as statistically independent? Merely the fact
that they are from the same person disqualifies them as being as diverse as
two eyes from different subjects. On the other hand, there might be research
questions that focus on specific problems where corresponding eyes can
indeed be regarded as uncorrelated in some sense. In general, an existing
correlation between right and left eye of the same subject is often inevitable
and therefore, a usage of all eyes in, e.g. a statistical test is not allowed. A
detailed discussion about this topic can be found in the work of Armstrong
[78].

For the current work, we presumed that a correlation between right and left
eyes most likely appears in foveal characteristics which include information
about the absolute size. Therefore, the foveal radius rfov and the foveal bowl
area Abowl were chosen to compare eyes within the same subject, where
right and left eye were both available. Figure 5.4 shows scatter-plots of
these correlations and presents with a striking connection between right
and left eyes. Both the foveal radius and the foveal bowl area possess high
correlations of r = 0.924 (p < .001) and r = 0.959 (p < .001) between right
and left eyes respectively.
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Figure 5.4: Scatterplots for two different foveal characteristics showing the correlation
between right (OD) and left (OS) eyes. The plots clearly show that right and left eyes
are highly correlated for the foveal radius (p < .001) and the bowl area (p < .001).
Both characteristics are considered to be directly correlated to the overall size of the
eye.

The consequence of this is that one has to be extremely cautious when
mixing right and left eyes into the same sample group. If in doubt, it is
advised to stick to the common rule of using only one eye per subject (e.g.
right eye) as it is done in many studies. In the following, the tables and
analyses are given for the respective eye independently and when the eye
position is not specified, only right eyes were compared.

As we have seen, the foveal radius and the bowl area are valuable charac-
teristics to show inter-subject correlations. However, they have many further
application domains and we will outline their importance in the remainder
of this section.
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Clinically, an exact description and measurement of bowl area is useful in
detection of vitreomacular interface pathology, e.g. macular hole develop-
ment. Different types and stages of macular holes exist, each of which will
affect the bowl area parameter, beginning with foveal detachment (stage 1),
partial thickness holes (stage 2) and full thickness holes (stage 3). Epireti-
nal membranes which may develop pseudoholes can also be identified by
the bowl area parameter. Potentially, the bowl area parameter can only be
measured in early stages, as the model used here can only deal successfully
with stage 1 holes (see the general discussion in Chapter 6). This has to be
investigated in a subsequent study. However, as the potential key application
is early diagnosis of new cases or beginning fellow-eye involvement, the
paradigm presented will produce highly accurate results where they are
needed most.

Macular holes caused by persistent adherence of the cortical vitreous
to the fovea with adjacent vitreoretinal separation, often begin gradually
and are associated with visual acuity reduction, metamorphopsia and a
central scotoma. Fellow-eye involvement has been shown to affect 21 % of
unilateral cases [79] or was shown to newly develop in 13 % of eyes within
48 months [80]. Cross-sectional oct images provide information on the
vitreomacular interface not visible with biomicroscopy. In addition, the oct

has been employed to measure the hole diameter as average of vertical and
horizontal diameter, determined at the minimal extent of the hole [81]. In a
different application, the oct is used to identify the anatomical status after
macular hole surgery by an adjusted hole size parameter which is defined as
the ratio between the hole size and the fellow eye’s foveolar floor size (distance
between the boundaries free of ganglion cell layer) [82].

The novel assessment based on model parameters enables scientists and
clinicians alike to assess hole formation on a new level of accuracy. The hope
is that by quantifying even small deviations from the norm, a better grading
and an earlier detection of hole formation is possible.

5.2.3 Retinal thickness differences between male and female subjects

cfst has been defined within other populations on the same oct device.
Heussen et al. [15] measured cfst to be 278.9 µm for the device’s auto-
matic measurement mode. Wolf-Schnurrbusch and colleagues established
289 µm [18] in their population, while Grover and associates found the cfst

to be 271.4± 19.6 µm [16]. A difference in retinal thickness between male
and female subjects was already reported in different studies [83], however
some research findings [84] were potentially established due to confounding
factors (e.g. axial length [85]). Previous gender related findings for cfst

on the same oct device also reported smaller thicknesses for women (men:
264.5± 22.8 µm and women 253.6± 19.3 µm [52], with p = .0086). Grover
et al. [45] found no gender differences for cfst measured with the Spectralis

SD-OCT (men: 273.8± 23.0 µm and women 266.3± 21.9 µm, with p = .1),
which can be attributed to insufficient sample sizes.

In this investigation, we established gender differences as depicted in
Table 5.4 and Figure 5.5: the cfst is significantly larger in males than in
females for both eyes (p < .001), but a significant difference in crtmin
between different gender could not be found (right eyes p = .139, left eyes
p = .308).

With crtmin, cfst, and hrim (see Table 5.3), a comprehensive comparison
of three retinal thickness measures can be given. This leads to a greater
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all male female

CFST [µm]
r 277.48± 19.817 282.74± 20.277 272.12± 17.897

l 277.74± 19.702 282.58± 20.441 272.74± 17.659

CRTmin [µm]
r 229.67± 18.844 232.02± 20.402 227.27± 16.875

l 230.00± 18.947 231.81± 20.305 228.14± 17.343

Table 5.4: The central foveal subfield thickness (cfst) and the minimal central retinal
thickness in the fovea (crtmin) both in [µm] given as mean and standard-deviation
for all subjects and divided by gender. Each row is split into right (r) and left (l) eyes.
While the cfst is significantly larger in males than in females for both eyes (p < .001

both), a significant difference in CRTminbetween different gender could be found
(right eyes p = .139, left eyes p = .308). Note that the gender differences in cfst are
still significant even if a correction for axial length was done.

insight, because as depicted in Figure 5.5, foveal rim thickness values can be
analysed for different anatomical directions. The Box-Whisker-Plot shows
that there are clear differences between directions and that, e.g. temporal
rim heights are smaller than in any other directions (p < .001 for all in men
and women). Regardless of the directional differences, female subjects show
significantly smaller hrim values in all four directions (p = .002, p = .006,
p = .001, and p = .03 for the directions nasal, temporal, inferior and superior
respectively).
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Figure 5.5: Rim height hrim [mm] of male and female subjects divided into the four
anatomical directions. Male rim heights are larger than female rim heights in each
direction. The nasal, temporal and inferior differences are significant (p = .002,
p = .006, p = .001 and p = .03 respectively). Noteworthy, in superior direction, the
difference is statistically not as strong as in the other directions.

For the first time characteristics like hrim can be calculated for various
directions like presented here for nasal, temporal, inferior and superior
directions. This sets a precedent in resolving structural variations and since
not only the four anatomical directions can be analysed, but virtually every
direction, novel findings like shown in Figure 5.7 can easily be investigated.

The relationship of the presented hrim with data in the literature is diffi-
cult to establish. A comparison of histology with oct has been computed
previously for a macaque fovea to aid conversion [86], but relative shrinkage
is likely to depend on specific fixation and embedding protocols. Besides
species specific proportions, individual variations have to be, at least in part,
attributed to preceding preparatory influences. When manually measuring
a histological fovea section of baboon tissue (Figure 6B in Krebs and Krebs
[87]), maximum rim height was 363 µm. For a human fovea, a maximum rim
height was measured manually as 320 µm (left side of image) and 333 µm
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(right side of image), see Figure 6-91 in Fine and Yanoff [88]. Published
oct data, for example in Figure 1 of [89], gave 379 µm nasally and 347 µm
on the temporal side of the horizontal scan depicted. Although this is only
an individual scan (healthy subject “S3” of [89], gender or age not given),
this data is based on oct, hereby facilitating comparison to the current data.
Differences of this example image to the current model data presented in the
next paragraph can be attributed to manual measurement from the published
image versus model based computation, alongside individual variation with
unknown gender or age information.

In this work, nasally, hrim was 360 µm and significantly larger than tem-
porally with 342 µm (p < .001). Men presented with larger maximum rim
height compared to women (right eye: nasally 364 µm versus 357 µm with
p = .002; temporally 345 µm versus 339 µm with p = .001).

5.2.4 Asymmetry of the foveal region

As already mentioned in the discussion so far, the human fovea is not a round
and symmetric structure. When the foveal form along different (anatomical)
directions is compared, the fovea presents itself as a highly varying structure
that shows clear differences in all investigated characteristics.
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Figure 5.6: Asymmetries of foveal characteristics when viewed for different anatomi-
cal directions. The nasal radius is larger than all the other 3 directions (p < .001) and
the temporal radius is larger than radii in inferior and superior direction (p < .001).
A difference between the foveal radius in inferior and superior direction could not
be shown (p = .149). The foveal slope in superior direction is larger than in nasal
and temporal direction (p < .001 for both), but a significant difference to the inferior
direction cannot be shown (p = .107).

Figure 5.6 reveals the dependency of foveal radius and slope angle on
anatomical directions. The foveal radius is larger in nasal and temporal
direction compared to inferior and superior position. This suggests that the
fovea has an elliptic form with the larger axis along the nasal to temporal
direction. Interestingly, the foveal slope shows a different behaviour as
the temporal direction has the smallest slope angle and both inferior and
superior angles are clearly larger than the others (p-values, see Figure 5.6).
This interesting finding can be demonstrated better when taking all modelled
directions into account. Figure 5.7 shows a polar plot of the foveal radius
and slope for all right eyes. With the current data, it can be shown that the
foveal radius is inversely correlated with slope as a steeper slope will lead to
a smaller radius and vice versa (r = 0.408 with p < .001).

One possible explanation for this result is the influence of the nerve fibre
layer (nfl) on the retinal thickness which in return influences the foveal slope.
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Figure 5.7: Asymmetries of foveal radius and slope in a direct polar plot of all right
eyes taking 40 modelled directions into account. Anatomical directions nasal, superior,
temporal and inferior are represented by 0°, 90°, 180° and 270° respectively. (a) shows
the elliptic form of the foveal radius that has its largest extent along the nasal-temporal
axis, although the ellipse appears to be slightly rotated. The foveal slope in (b) shows
similar behaviour, where the largest extend is along the inferior-superior axis.

Nerve fibres running radially from the optic nerve towards the fovea arrive
at the nasal side. There, they split up to run around the nfl-free zone of the
fovea until they are reunited at the temporal side. Whether this hypothesis
contains some truth needs to be further investigated and discussed with
experts in the field of foveal development.

5.2.5 Conclusion

The main goal of this study was to present a detailed and accurate analysis
of various fovea characteristics to reveal existing foveal variations and, above
all, to expose the highly asymmetric form of foveae. Another purpose was
to make the current analysis comparable to existing results which is one
reason why commonly used characteristics like cfst were presented. In the
case of cfst it was demonstrated that some researchers found similar results
[15, 16, 18], while others [52] showed larger differences compared to this
study. Previously published significant differences of cfst between men
and women were also found. On the other hand, CRTmin presented with no
gender differences.

The presented results for the foveal slope showed general agreement
with the results presented in [51, 52]. The vast improvement of the current
results is that now it is possible to give a detailed analysis for various
different directions. While Wagner-Schuman and colleagues showed a slope
of 12.2± 3.2° for men, in this study a great variance of more than 2° could be
demonstrated in different anatomical directions (men right eye, nasal: 10.8°,
temporal: 10.3°, inferior: 12.6°, superior: 12.9°).

For characteristics like hrim, a comparison to existing literature was difficult
as analyses of larger subject groups could not be found. A comparison with
histological examples disclosed that such data demonstrates hrim to be about
40 µm smaller [87], while manual measurement of oct scans presented in a
recent work [89] was close to the results presented here. There seems to be a
consensus that the nasal hrim is larger than temporal. However, an analysis
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as detailed as given in this study, taking all four directions into account, does
not seem to exist so far.

Finally, Figure 5.7 presents a way to unleash the full potential of such
a detailed multi-directional analysis as described here. It is now not only
possible to measure differences in a particular direction, with the method
at hand, completely new approaches and insights become available. For
instance, Figure 5.7 raises interesting follow-up questions, e.g. how close
the presented elliptic form is to a real ellipse and how differences could be
explained. Another issue is that the ellipse-like shape seems to be slightly
rotated. In the light of the fact that the optic nerve head is towards the upper
right position compared to the right eye fovea, one could ask whether the
direction of the major axis is connected to the position of the optic nerve
head.

5.3 anatomical regions for a choroid boundary analysis

The aim of this analysis was to develop a method for the detection of the
outer choroid boundary (ocb) within oct images and it has been published
in Wagner et al. [70]. The choroid is a vascular structure between the retina
and sclera that is primarily responsible for the oxygenation and metabolic
activity of the rpe and the outer retina. In oct images, the visual as well
as automated identification of the highly reflective rpe/ocb is easy but the
detection of the ocb is much more challenging. The signal of the ocb is weak
compared to other layers and background-noise renders it difficult to reliably
detect the layer.

experienced gradersautomatic segmentation

Figure 5.8: Detection of the ocb (as well as ilm and rpe) by the automated algorithm
from [70] (red) and the ocb segmentation of five experienced graders (green). The
picture shows that the automatic segmentation lies well within the range of the
manual graders.

Therefore, the goal was to establish a novel method to detect the ocb in
normal oct images without relying on special imaging modes that enhance
the resolution in the choroid. The approach bases on the application of
quadratic measure filters within the space functions of bounded variation
and works in the noisy and low-signal area of the choroid.

Within this work, the success of the ocb detection method was verified
against five manual segmentations to show that the automated approach
works well within that inter-operator variance. Figure 5.8 shows an example,
where the red lines were automatically detected using the novel approach
and the green lines show the ocb segmentation of five experienced graders.

For the analysis of the choroid thickness, which is the distance between rpe

and ocb, we aimed to introduce three regions that depend on the anatomy
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of the subject’s retina. Specifically, we were interested in comparing the
highly active foveal region with regions outside this central area. This,
however, required knowledge about the foveal structure for each subject
and a modelling of all analysed oct scans to calculate the foveal radii was
necessary (see Section 3.3.7). Figure 5.9 shows a visualisation of the regions
that were used in the quantification of the choroid thickness.

rrightrleft

1mm 1mmcentral foveal zone

choroid

RPE

calculated fovea model

fovea center

Figure 5.9: Choroid thickness quantification procedure. Inscribed rpe and ocb layers
are automatically extracted. ilm layer replaced by foveal modelM(r) left and right
from the fovea centre. Based on the fovea model, left and right bowl radius are
calculated as described in Equation 3.11. The region between the radii defines an
individual central foveal zone for each subject. Additionally, two outer 1 mm-regions
are defined which results in three zones where the mean choroid thickness is assessed.

For this work, subjects of the LIFE Child study at Leipzig were employed
and oct data from 50 children (25 male, 25 female) of the ages 8 to 13

have been randomly selected.1 All 50 oct scans within this study were
modelled successfully with the method presented here and this work shows
an application where the fovea model acts as a tool to support a different
analysis.

5.4 foveal shape and the image formation in human eyes

The aim of this study was an extended and realistic analysis of ray-optical
simulations for a comprehensive anatomical eye model [71]. As shown in
Section 2.2, historical examinations have been reduced to simple geometrical
fovea models derived from postmortem preparations and considered only a
few superficial ray propagation aspects. The realistic simulation of the ante-
rior part in this study employed aspherical topographical profiles deduced
from in-vivo oct scans of human foveae. The optical effects of a commonly
shaped and an extraordinarily shaped foveal pit were both compared to the
analysis of an assumed pure spherical boundary layer.

To perform the simulations, an oct scan of an eye that presented with an
average foveal shape was required. Therefore, the detailed model parameter
analysis from Scheibe et al. [69] was employed to select median parameters
according to Table 5.1. A plot of such an average fovea is shown in Figure 5.10.
With the median parameters, the large database of modelled oct scans was
filtered to select a scan which presented with the most common foveal shape.

The ray analysis investigated in the influence of the aperture size, wave-
length, and incident angle on the spot size and shape, as well as the axial
focal and lateral centroid position. The major result of the study showed a

1 The use of data was approved by the institutional review board of the Leipzig Research Center
for Civilization Diseases (LIFE).
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Figure 5.10: Plot of an average fovea using the median parameter values for the
right eyes from Table 5.1. Both shapes (left and right of the centre) use the model
parameters µ = 1.26, σ = 0.472, γ = 1.68 and α = 0.061. On the basis of these
parameters, an oct scan was selected which resembles an average fovea (see Figure 2

in Frey et al. [71]).

lateral displacement of about 2 µm and an axial shift of the best focal position
of less than 4 µm. These findings indicate only small optical effects that are
laterally in the range of interreceptor distances and axially less than the
photoreceptor outer segment dimension.

5.5 analysis of the foveal development of birds of prey

(a) foveal radius (r = 0.924) (b) foveal bowl area (r = 0.959)

Figure 5.11: oct of a bird of prey (common kestrel). (a) shows the central B-scan
through the funnel-like fovea of the bird. (b) demonstrates the result of the Spectralis

SD-OCT layer segmentation which is optimised for human foveal shapes and cannot
cope with such an acute pit.

In the beginning of this thesis, we saw that funnel-like foveae accompanied
by a superior vision of some birds were one motivation of investigating the
function of different foveal shapes. In this unpublished project, we aim to
study the development of the kestrel’s fovea by applying the model on oct

scans of specimen in different developmental stages. Initial tests showed that
the model might be suitable to represent even such unusual foveal shapes to
a large degree. However, there are several difficulties to overcome that are
unrelated to the model and need a careful consideration.

Figure 5.11 shows an example oct scan taken from a common kestrel
(Falco tinnunculus) with an age of 25 d. If one aims to model the complete
three-dimensional structure of its fovea, the major challenge is to acquire
an oct volume scan of high quality. Firstly, it is difficult to fix the view
of animals on the target of the oct device for the time required to take a
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complete scan of high resolution. Therefore, the acquired volume will be of
a lower resolution than what would be possible with a human subject. But
even with reduced resolution to speed up the scanning procedure, the data
might contain artefacts where neighbouring sections are misaligned due to
rapid movements.

A second difficulty is the layer segmentation algorithm which appears to
be optimised for human foveal shapes. Figure 5.11b shows that the method
used by the Spectralis SD-OCT software makes assumptions about the
smoothness of layers and is not able to successfully extract the pointy foveal
centre.

Using the Spectralis SD-OCT’s software, it is possible to manually re-
align incorrectly segmented layers to some degree. However, it appears
that the program uses splines which also enforce smoothness in the results
and therefore correcting the layer for a funnel-like fovea becomes a time-
consuming task.

Figure 5.12 shows the result of modelling the shown example after man-
ually correcting the ilm layer. The rms errors of both left and right fit
is smaller than 10

−5 mm and the model representation shows an excellent
alignment with the data.

Figure 5.12: Result of modelling a kestrel oct. Since the oct device’s layer segmenta-
tion algorithm was unsuccessful at the pointy foveal centre, the ilm segmentation
was manually corrected. The fitting error was 6.18× 10

−6 mm and 4.12× 10
−6 mm for

the left and right side respectively. Model parameters for the left and the right side
are µ = 4.3011, σ = 0.2225, γ = 1.062, and α = 0.1871 and µ = 4.1022, σ = 0.2947,
γ = 1.1112, and α = 0.1873 respectively.

Noteworthy is the value of the γ parameters shown in Figure 5.12. Al-
though the other parameters deviate as well from the ones present in a
human fovea (see Table 5.1), the purpose of the γ parameter is to adjust the
foveal shape between the concaviclivate forms of humans and convexiclivate
forms as in the shown example. Therefore, while human foveae have a γ
value around 1.7, the extreme form shown here is close to the lower limit of
γ = 1. This, however, raises the question if the lower limit of γ is justified
for such extreme foveae like the one we have seen here. Since the lower
bound of γ ensures the validity of certain model characteristics, a careful re-
evaluation of the consequences for the analytic results presented in Chapter 3

is required.
Summarising, applying the model to deep, funnel-like foveae is feasible.

To ensure correct outcomes, the oct layer segmentation algorithm needs to
be replaced by a custom implementation that can handle the acute foveal pit.
Since we already worked on a similar method for detecting the outer choroid
boundary, an extension of this method for the ilm and rpe boundary looks
promising [70].





6
G E N E R A L D I S C U S S I O N

In this thesis, we presented a concise parametric model for foveal shapes.
Starting from a historical review of the matter to motivate the interest in
form and function of foveae, we examined recent publications and showed
how optical coherence tomography (oct), a modern in-vivo imaging tech-
nique, opened the doors for a deeper investigation of foveal shapes. After
discussing strengths and weaknesses of earlier fovea models, we derived a
suitable model function and investigated its mathematical properties. Op-
posed to previous works, the chosen model is only able to represent the shape
of one foveal direction starting from its centre. To reproduce the complex
and asymmetric shape of an entire three-dimensional fovea, a unique radial
fitting approach was introduced which combines several fits in different di-
rections from the foveal centre outwards. This method has several compelling
advantages. Firstly, the parametric model function remains simple and al-
lows for the symbolic calculation of, e.g. derivatives, antiderivatives and
limits. Therefore, deduced fovea characteristics were calculated symbolically
in almost all cases. Secondly, the radial fitting allows for the representation
of a wide range of foveae without employing complicated expressions to
account for asymmetries. Since all directions are fitted with the same model
function, it is possible to compare different directions within the same fovea,
and asymmetries can be quantified in terms of model parameters. Therefore,
it is possible to analyse exactly how, e.g. the foveal pit radius or its steepness
differ within distinct anatomical directions and the results in Section 5.2.4
showed valuable findings that were not possible before. Finally, one major
advantage of the proposed method is its flexibility. Although we showed
that the parametric model works for a wide range of foveal shapes, it might
not be able to account for all possible foveae. However, the radial fitting
is not bound to a specific model function. As shown by Yadav et al. [59],
the radial fitting can be employed with different model functions which are
more appropriate in certain situations.

After introducing the theoretical foundation of the model, we presented
information about important implementation details. The aim of this chapter
was to give as much guidance as possible to ensure that the presented meth-
ods can be reproduced and extended in the future. Although we employed
one particular oct device throughout this work, i.e. the Spectralis SD-OCT
(Heidelberg Engineering), we have tried to convey general remarks wherever
possible to allow for an adaption to different oct devices. Additionally, we
inspected certain aspects of how the implementation can be optimised for
speed which included details of the employed Differential Evolution (de)
algorithm and the parallelisation of the method on different levels.

Since its introduction, the parametric fovea model has proven its practi-
cality in several projects and the results of selected applications have been
shown and discussed in Chapter 5. In this chapter, we present a general
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discussion of aspects that have so far only been outlined or not considered at
all.

Regarding the first step in the modelling approach, i.e. the acquisition
of oct data, we already presented a detailed list in Section 5.1 highlighting
common sources of error during the scanning procedure. High quality
oct scans ensure that the retinal layers can be extracted successfully and,
therefore, a modelling of the fovea is feasible. However, even with an
experienced oct operator, the compliance of the scanned subject is of crucial
importance because movements of the eye during the scan can introduce
artefacts in acquired data. This problem was already pointed out by Dubis,
McAllister, and Carroll [50]:

One of the problems with reconstructing foveal volumes from
time-domain oct is eye movement. Even in individuals with
superior fixation stability, small saccades occur that can disrupt
the ability to automatically model the pit contour. Thus, aligning
scans from within the fast mac dataset is an important first step
in reconstructing foveal morphology.

The advance of oct technology and the improvement of eye tracking,
scanning speed and automatic alignment makes a post-processing of this
kind often obsolete. However, in subjects like animals, the eye movement
can still be problematic. To illustrate the matter, Figure 6.1 shows a colour-
representation of the retinal thickness map for oct scans of a kestrel and an
adult human. Note that since the thickness map uses the relative difference
between two layers of the same B-Scan, misalignments between neighbour-
ing sections are of second concern. Still, the left image of the kestrel’s oct

presents with more colour-inconsistencies indicating that the eye movement
of the bird during the scanning procedure affected the quality of the result.
The right image of the human scan presents with a large degree of coher-
ence, although this scan used a higher resolution with over 130.000 A-scans
compared to the kestrel with only about 50.000 A-scans. Consequently, the
scan of the human fovea took considerably longer but the compliance of an
adult to keep a steady fixation during the procedure ensured a better quality.
The fixation-problem is not restricted to scans of animals. Experience shows
that young children and elderly might also present with a lower time span of
concentrating on the fixation target. Therefore, in the design of larger studies
using subjects such as children, elderly or animals, a careful assessment of
the scan protocol is important to balance resolution and introduced artefacts.

Another aspect that is of concern when working with eyes of children
or animals are the scaling factors necessary to calculate the size of the oct

data in metric units along the B- and C-scan direction. Although we worked
exclusively with the Spectralis SD-OCT, this discussion can be generalised
to any oct device.

In order to transform the shift of the oct laser between different A-scans
to a deviation in metric units on the retina, oct devices use a theoretical
eye-model underneath that makes certain assumptions about the size of the
eye, refraction of the cornea and other anatomical properties. The Spectralis

SD-OCT in particular uses an adapted version of Garway-Heath et al. [77] to
calculate the scaling-factors from the first cornea anterior radius and the re-
fractive error.1 All other properties of the employed adult human eye-model
are assumed to be invariable. For eyes, like the ones of children or animals,
which deviate substantially in size or anatomy from an adult human eye, the

1 Personal communications with Heidelberg Engineering
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Figure 6.1: Quality comparison between the oct scan of a common kestrel and an
adult human subject. Images show the retinal thickness of 90 B-scans in the foveal
region. Colour differences indicate different retinal heights ranging from purple
for small values to red for larger values. Visible B-scan line patterns in (a) indicate
scanning artifacts due to the eye movement of the animal. These are present at a much
smaller degree in (b) due to the steady fixation of an adult during the procedure.

assumptions of the underlying eye-model might be incorrect. Therefore, one
has to be careful when drawing conclusions from measurements that use the
metric units provided by the device in such situations. More importantly,
since all fovea modelling approaches rely on this scaling, the characteristics
of the model shapes are prone to the same errors.

In the case of the Spectralis SD-OCT, the corneal radius and the refractive
error of the scanned subject are required for the calculation of the scaling
factors. The radius of the cornea has to be specified by the operator or
otherwise a (possibly incorrect) default value will be used. However, the
refractive error is estimated from the focus setting during the scan. This scan
focus can be adjusted to ensure a sharp scanning laser ophthalmology (slo)
image and our investigations show that this setting is employed as refractive
error in the Garway-Heath et al. formula to calculate the scaling factor.
However, especially children and young subjects possess the ability to focus
on a wide range of distances and it is possible that they compensate for
a wrong focus setting by accommodation. This means that the operator
gets a sharp slo image and might not notice that the focus setting does not
represent the correct refractive error. Therefore, the wrong setting for the
scan focus might go unnoticed and can result in an incorrect calculation of
the true sizes.

To understand the calculation of the scaling factors and to investigate this
issue, we have performed several experiments using one of our colleagues as
a test-subject (female, age 34, no visual correction). One of the experiments is
shown in Figure 6.2 where we acquired two scans of the same foveal region
but used different focus settings of 2.09 dpt and −3.49 dpt. The two settings
represent two extreme values for which the subject was still able to focus
correctly on the fixation target of the oct device, and, therefore, creating a
sharp slo image on the operator’s monitor. In the overlay of the slo images
of both scans in Figure 6.2a, only a slight shift is visible, but the size of the
region appears to be the same because the vessel structure of the images are
accurately aligned. However, extracting the metric size of both slo images
from the meta-data of the scans, the device claims that the sides of the image
for 2.09 dpt and −3.49 dpt are 8.55 mm and 9.39 mm respectively. Similarly,
Figure 6.2b shows the central B-scan for both datasets and includes two lines
which roughly indicate the boundary of the foveal pit. Again, both B-scans
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seem to be aligned and there is no indication that one of them represents
a larger region. However, the reported widths of the B-scans are 4.28 mm
and 4.69 mm for the upper and lower image respectively which is the same
relative difference as already seen in the slo images.

(a) Overlay of two slo images (b) oct scan comparison

Figure 6.2: Influence of accommodation on oct scaling factors by using different focus
settings (2.09 dpt and −3.49 dpt) on the same subject and foveal region. Figure (a) is
an overlay of the slo images of both scans and shows differences as colours. The
small coloured seams around the vessels indicate a high degree of alignment of both
scans. Figure (b) shows the central region of both scans and the red lines roughly
indicate the end of the foveal pit. While there are no obvious visual differences
between both scans, the Spectralis SD-OCT reports the width of the B-scans in
Figure (b) as 4.28 mm and 4.69 mm for the upper and lower image respectively.

The relative difference in size between the scans is about 10 %. Although
we presented two extreme cases, where the test-subject actively focused, it is
unclear to which extent this issue appears in real experiments. Since even
recent fovea models [59] rely on a correct scaling, an investigation of the black-
box algorithms of the oct device is necessary. However, with the awareness
of this issue, it is already possible to improve the situation. First, it might be
possible to recalculate correct scaling factors from exact measurements the
eye’s properties when the underlying eye-model and formula used by the
oct device is known. Secondly, standard operating procedures (sops) for the
operators of the oct devices can be adjusted accordingly. Within our group,
we took the following steps:

• Measurements of refractive error and corneal radius are acquired before
the actual oct scan.

• The initial setting for the scan focus has to be adjusted to the correct
refractive error. This gives the subject the opportunity to see the fixation
target with an appropriate initial setting and the operator can then
make adjustments to ensure a sharp slo image.

• The operator inputs the correct corneal radius into the scan profile.

For eyes of different size (children) or anatomy, there is to the knowledge
of the author no adequate solution. However, our group has started to use 3D
printing to build a phantom eye with an inscribed grid of known dimensions
on the retina. This approach might help to compare oct scans with a known
ground truth. A detailed analysis of these results will help to understand
how trustworthy the measurements of specific oct devices are.
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Like most other fovea models, the approach presented here uses the retinal
thickness extracted from the oct scan instead of employing the volume
data directly. As already mentioned, the Spectralis SD-OCT provides
the retinal layer positions from which the foveal thickness map can be
calculated. Since other oct devices might not provide such a feature, the two
required retinal layers, i.e. the inner limiting membrane (ilm) and the retinal
pigment epithelium (rpe), need to be segmented from the grey-level volume
data of the scan. In contrast to other retinal layers that are not as clearly
distinguishable, for the extraction of the ilm and rpe boundary a large variety
of scientifically documented methods is available by now. These include
de-noising by diffusion and subsequent edge detection [90], de-noising and
simultaneous edge detection by variational methods [91], active contour
methods [92], graph-theoretical approaches [93–96] and classification by
support vector machines [97]. Furthermore, in [98] a statistical segmentation
method was proposed, which is essentially based on the application of a
neural network. In addition to the methods above, our group worked on the
recognition of the outer choroid boundary. This approach can be adapted to
extract the ilm and rpe boundary [70].

One limitation of the presented model and parametric models in general
(e.g. [50, 53, 59]) is the representation of pathological foveae. Degenerations
like macular holes which tear the retina apart cannot be modelled, because
the tissue boundary between vitreous and retina (which was the ilm) of-
ten present with folds and is highly irregular. A bijective model function
that requires a one-to-one correspondence between position and the foveal
thickness is not able to account for such situations. In addition, an accurate
computation of the fovea centre necessary for the radial modelling might
no longer be possible. Thus, even with a free-form model function that can
represent highly irregular shapes, we advise against the use of the radial
fitting procedure. We suspect that in such cases an assessment of the exact
shape is of minor interest. Approaches like the one presented by Ding et al.
[55], which quantify the degree of irregularity or allow for a discrimination
of different levels of severity, are superior in such cases.

However, when working with healthy foveae, the combination of radial
fitting with the presented parametric model has been shown to perform ex-
ceptionally well for a large range of possible foveal shapes. The mathematical
structure of the model function is particularly appealing as it allows for an
analytic inspection of its properties and a determination of symbolic solu-
tions for foveal characteristics. If, however, the flexibility of the parametric
model is indeed insufficient to accurately fit foveal shapes of, e.g. non-human
eyes then the approach presented here is still of great value. By replacing
the parametric model with a different function, the radial fitting method can
serve as a flexible approach that has been proven to work reliably, is easy to
implement and can be parallelised.
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O U T L O O K

In this short outlook, we want to elaborate on future goals to enlarge the
modelling approach and to make it accessible to a larger scientific audience.
One crucial part between the raw optical coherence tomography (oct) scan
and the modelling is the computation of the retinal thickness map for the
scan. This computation relies on an accurate detection of the retinal pigment
epithelium (rpe) and inner limiting membrane (ilm) layer within the data.
However, entrusting the oct vendors to provide these segmentations can
be problematic for several reasons. Firstly, the underlying algorithms for
the segmentation are not publicly available which has an impact on the
reproducibility of scientific research using these methods. Secondly, the layer
segmentation might give different results for different oct manufacturers if
the layers are provided at all. Therefore, one future goal is to implement the
layer segmentation independently from the employed oct device. As already
discussed, existing work for the detection of the outer choroid boundary
(ocb) will serve as an excellent basis which can be extended to recognise
the required ilm and rpe boundary [70, 99]. This leads to a scientifically
documented algorithm, independent of proprietary oct software.

Similarly, the usage of Wolfram Mathematica as a high-level language to
implement the algorithms was an excellent choice since it contains many
functions for symbolic and numeric computations that were convenient
during the development. However, to target a larger scientific audience, the
implementation should be made available in one of the popular languages
like C++, Java, Python or Julia.

As already discussed in the last chapter, another disadvantage of a black-
box oct device is that it is not evident, how accurate the mapping from oct

pixel coordinates to metric units is. In Wagner et al. [70], we already used an
adapted version of Garway-Heath et al. [77] to calculate the pixel width in
millimetre because the required eye-specific information of the subjects was
available. A custom-made dummy eye with properties similar to real eyes
might help to uncover what exactly is imaged and what types of distortions
are present in a specific oct-device. In collaboration with the research group
of Mike Francke, the exploration of such a dummy eye using state-of-the-art
3D printing technology has already been started. The key feature of the
dummy eye is an accurate measurement grid at the back of the eye which
allows for an exact comparison between the grid visible in the oct scan and
its known dimensions. Such an approach would lead to a higher confidence
in the measured dimensions when scanning eyes of different sizes or species.
Currently, the correctness of the metric dimensions should not be taken for
granted and an approach for the calculation of correct pixel sizes would lead
to an improvement for any oct-based analysis and for the foveal modelling
in particular.
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The strength of the presented model approach, however, is not entirely
the flexible parametric equation but the method of modelling an oct dataset
radially around the centre of the fovea. This scheme has already been picked
up by Yadav et al. [59] who used cubic Bézier functions to represent the
foveal shape. Generalising this idea, another future goal is to extend the fovea
modelling approach to different types of underlying model functions. This
increases its value in situations where a parametric model is too restrictive
and cannot represent a particular foveal shape. Therefore, a public framework
which allows for the selection of predefined models or the definition of
custom model functions and which uses the radial fitting procedure would
be of great value for the eye research community.



A
M AT H E M AT I C A L D E TA I L S

Throughout this thesis, derivatives and the antiderivative of the model
equation

M(r; µ, σ, γ, α) = µσ2rγ · exp (−µrγ)︸ ︷︷ ︸
A

+ α (1− exp (−µrγ))︸ ︷︷ ︸
B

(A.1)

were employed to prove properties or calculate characteristics. Nevertheless,
details of these calculations were omitted as it would have drawn the atten-
tion away from the major aspects. Below, we will present all necessary steps
and details required for the calculation of formulas that were employed.

To find the derivatives of Equation A.1, only basic rules, like the chain rule,
are required and although expressions might become large, no deep math
is involved. As the derivative of exp(−µrγ) will be used several times, note
that it is calculated using the chain rule

exp( f (r))′ = exp( f (r)) · f ′(r) (A.2)

which leads to

∂r exp(−µrγ) = −µrγ−1 exp(−µrγ). (A.3)

a.1 first derivative ∂rr M(r)

The two parts, A and B, of Equation A.1 can be derived separately and put
back together

∂r A =
(

∂r µσ2 rγ
)
· exp (−µrγ ) + µσ2 rγ · (∂r exp (−µrγ ))

(A.4)

= γµσ2 rγ−1 exp (−µrγ ) − γµ2 σ2 r2γ−1 exp (−µrγ ) , (A.5)

∂r B = αγµrγ−1 exp (−µrγ ) . (A.6)

In the final form ∂r M = ∂r A + ∂r B, several terms can be collected to give
a more concise expression

∂r M = αγµrγ−1 exp (µ (−rγ )) − (A.7)

γµ2 σ2 r2γ−1 exp (µ (−rγ )) + (A.8)

γµσ2 rγ−1 exp (µ (−rγ )) (A.9)

= γµrγ−1 exp (µ (−rγ ))
(

α + σ2 (1 − µrγ )
)

. (A.10)
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a.2 second derivative ∂rr M(r)

For the calculation of the second derivative, Equation A.10 is the starting
point which consists of three factors, each dependent on r

C = γµrγ−1 , (A.11)

D = exp (−µrγ ) , (A.12)

E = α + σ2 (1 − µrγ ) , (A.13)

and therefore the second derivative will have the form

(C · D · E)′ = D · E · C′ + C · E · D′ + C · D · E′.

With the help of Equation A.3, we only need to take care of C and E and the
calculation of the required three derivatives gives

∂r C = (γ− 1)γµrγ−2, (A.14)

∂r D = γµ
(
−rγ−1

)
exp (µ (−rγ)) , (A.15)

∂r E = γµσ2
(
−rγ−1

)
. (A.16)

Substituting these results and simplifying the expression gives the second
derivative as

∂rrM(r) = γµrγ−2 exp (µ (−rγ)) ·(
α (γ− γµrγ − 1) + σ2 (µrγ + γ (µrγ (µrγ − 3) + 1)− 1)

)
. (A.17)

a.3 third derivative ∂r3 M(r)

The calculation of the third derivative is similar to the one for the second
derivative. Equation A.17 consists of three factors that need to be derived and
assembled into the final form. We omit the details here and solely present
the result

∂r3 M(r) = γµrγ−3 exp (µ (−rγ )) ·[
(γ − 2)(γ − 1)

(
α + σ2

)
+ γµ2 r2γ

(
αγ + 3(2γ − 1)σ2

)
−

γ2 µ3 σ2 r3γ − (γ − 1)µrγ
(

3αγ + (7γ − 2)σ2
)]

. (A.18)

a.4 antiderivative of M(r)

Lemma 7. Assuming γ > 0 and using the incomplete Gamma-function Γ(a , x)
(see [64, p. 81]) defined as

Γ(a , x) =
∫ ∞

x
exp(− t) · t a−1 dt ,

the integral of the model function is given by

∫
M(r) dr =

αr (µrγ )−1/γ Γ
(

1
γ , rγ µ

)
γ

−

µσ2 rγ+1 (µrγ )−
γ+1

γ Γ
(

1 + 1
γ , rγ µ

)
γ

+ αr . (A.19)
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Proof. We prove the correctness of the antiderivative by deriving the found
expression with respect to r and simplifying it to the original model function.
First, we note that the derivative of Γ(a , f (r)) is given by

∂r Γ(a , f (r)) = − exp(− f (r)) f (r) a−1 f ′ (r) , (A.20)

and, therefore, the derivatives for the two terms involving Γ can be calculated
and simplified to

∂rΓ(
1
γ

, rγµ) = −γ (µrγ)
1
γ exp (µ (−rγ))

r
, (A.21)

∂rΓ(1 +
1
γ

, rγµ) = −γ (µrγ)
1
γ +1 exp (µ (−rγ))

r
. (A.22)

Using above identities, we can derive each term in the sum of the antideriva-
tive separately. For the first term, this gives

∂r

αr (µrγ)−1/γ Γ
(

1
γ , rγµ

)
γ

 = −α exp (µ (−rγ))

−
αµrγ (µrγ)−

1
γ−1 Γ

(
1
γ , rγµ

)
γ

+
α (µrγ)−1/γ Γ

(
1
γ , rγµ

)
γ

= −α exp (µ (−rγ)) . (A.23)

Note that the two rational terms simplify to zero when expanding the
exponent of µrγ in the first one. For the second term, we get a similar result
which can be simplified:

∂r

−µσ2rγ+1 (µrγ)−
γ+1

γ Γ
(

1 + 1
γ , rγµ

)
γ

 =

µ2σ2r2γ (µrγ)
1
γ−

γ+1
γ exp (µ (−rγ))

−
(γ + 1)µσ2rγ (µrγ)−

γ+1
γ Γ

(
1 + 1

γ , rγµ
)

γ

+
(γ + 1)µ2σ2r2γ (µrγ)−

γ+1
γ −1 Γ

(
1 + 1

γ , rγµ
)

γ

= µσ2rγ exp (µ (−rγ)) . (A.24)

The last term of the antiderivative is given by ∂r αr = α and, therefore, we
can show that the final result simplifies to the original model function

∂r

∫
M(r)dr = µσ2rγ exp (µ (−rγ))− α exp (µ (−rγ)) + α (A.25)

= µσ2rγ · exp (−µrγ) + α (1− exp (−µrγ)) . (A.26)

Note that Rich, Scheibe, and Abbasi [100] worked on Rubi, an open-source
system for rule-based, symbolic integration which is capable to show detailed
steps necessary to find antiderivatives for symbolic expressions. In the case
of the model function, the Rubi rules 2.3.2.1.2 and 2.3.2.2.1.2.2 are crucial as
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they are necessary to integrate the appearing exponential terms of the model
function.1 The first rule 2.3.2.1.2 is used to find

∫
exp (−µrγ)dr = −

r (µrγ)−1/γ Γ
(

1
γ , rγµ

)
γ

(A.27)

and the second rule 2.3.2.2.1.2.2 is used to find

∫
exp (−µrγ) · rγ dr = −

rγ+1 (µrγ)−
γ+1

γ Γ
(

1 + 1
γ , rγµ

)
γ

. (A.28)

These identities can be verified by derivation and were used to calculate the
antiderivative of the model function.

a.5 volume of a circular sector Vi

At the end of Section 3.3.4, the computation of central foveal subfield thick-
ness (cfst) employed a symbolic solution of the volume sector

Vi = ϕd

∫ rCFST

0
r · M i (r) dr . (A.29)

To calculate the definite integral, the antiderivative of∫
r · M(r) dr =∫

µσ2 rγ+1 exp (µ (−rγ )) − αr exp (µ (−rγ )) + αr dr (A.30)

is required which can be found similarly to the antiderivative of the model
function. The key is the Rubi rule 2.3.2.2.1.2.2 shown in Equation A.28 which
can be generalised to capture both terms involving the exponential in above
integral:

∫
rλ exp (µ (−rγ )) dr = −

rλ+1 (µrγ )−
λ+1

γ Γ
(

λ+1
γ , rγ µ

)
γ

. (A.31)

Using λ = γ + 1 and λ = 1, the antiderivative of the integral A.30 can be
determined as

∫
r · M(r) dr =

αr2

2
−

µσ2 rγ+2 (µrγ )−
γ+2

γ Γ
(

γ+2
γ , rγ µ

)
γ

+

αr2 (µrγ )−2/γ Γ
(

2
γ , rγ µ

)
γ

. (A.32)

The correctness of the antiderivative can be verified by deriving and sim-
plifying it back to the original form r · M(r). The final step to determine the
definite integral is the calculation of the limits at the integration boundaries.
For rCFST > 0, the limit at rCFST from below can be determined as

lim
r→rCFST−

∫
r · M(r) dr =

αr2
CFST

2
−

σ2 µ−2/γ Γ
(

γ+2
γ , rγ

CFST µ
)

γ
+

αµ−2/γ Γ
(

2
γ , rγ

CFST µ
)

γ
(A.33)

1 See the section Rules on https://rulebasedintegration.org for details about their derivation.

https://rulebasedintegration.org
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and the limit at 0 from above can be determined as

lim
r→0+

∫
r ·M(r)dr =

αµ−2/γΓ
(

2
γ

)
γ

−
σ2µ−2/γΓ

(
γ+2

γ

)
γ

. (A.34)

Subtracting both results and simplifying appearing terms leads directly to
the formula for Vi presented in Equation 3.5 on page 29.





B
A B B R E V I AT I O N S

api application programming interface

cas computer algebra system

cpu central processing unit

de Differential Evolution

dog difference of Gaussians

faz foveal avascular zone

cfst central foveal subfield thickness

cpt central point thickness

crt central retinal thickness in the fovea

crtmin minimal central retinal thickness in the fovea

etdrs Early Treatment Diabetic Retinopathy Study Research Group

fcs foveal central subfield

ilm inner limiting membrane

ipp Intel Integrated Performance Primitives

irl inner retinal layers

mkl Intel Math Kernel Library

nfl nerve fibre layer

oct optical coherence tomography

onl outer nuclear layer

ocb outer choroid boundary

rms root mean square

rpe retinal pigment epithelium

simd single-instruction, multiple data

slo scanning laser ophthalmology

sop standard operating procedure

spg Sloped Piecemeal Gaussian
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